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ARTICLE INFO ABSTRACT

Keywords: This paper proposes a new optimization approach to identify the optimal placement and sizes of distributed
Oppositional-based artificial rabbits generation (DG) units in a radial distribution network (RDN). Inverter-based DG also known as nonlinear DG
optimization (OARO) (NLDG) units inject nonlinear current into the system, which can cause harmonic distortion. This harmonic

Nonlinear DG (NLDG)

Rt distortion can limit the penetration of DG in the system by affecting the stability and reliability of the power
Total harmonic distortion (THD)

Active power loss (APL) system. Therefore, it is essential to consider harmonic distortion when identifying the optimal placement and

Voltage deviation (VD) sizes of DG units in RDNs to ensure DG’s safe and effective integration into the power system. The aim of

Voltage stability index (VSI) the proposed work is to minimize real power loss, voltage deviation (VD), and total harmonic distortion limit

Type of DG (THD), and improve the voltage stability index (VSI) by integrating the search strategies of opposition-based
learning and artificial rabbits optimization (ARO) to achieve better performance. The proposed algorithm,
called opposition-based artificial rabbits optimization (OARO), considers different types of DG units like DG
TYPE I and DG TYPE III and is suggested for two familiar RDNs: IEEE 33-bus, and 118-bus systems. The Pareto
optimality concept has been introduced to solve the multi-objective problems of the systems. The simulation
outcomes have been analyzed by comparing several optimization techniques in various cases. OARO has been
shown to produce high-quality results with minimal iterations, reducing the time needed to solve the issue
and conserving energy. Overall, the proposed approach offers a promising solution for identifying DG units’
optimal placement and sizes in RDNs while considering various operating scenarios.

1. Introduction photovoltaic systems, fuel cells, microturbines, wind turbines, and
storage systems, or non-renewable like combustion engines/generator

The power sector is currently facing numerous challenges due to sets. Depending on the DG source, it can generate alternating current
the increasing energy demand caused by modern lifestyles and the (AC) from a synchronous or induction generator and direct current (DC)
limitations of fossil fuel sources. One of the main challenges in the from a photovoltaic cell. It is not possible to connect a DC or variable
distribution system is minimizing transmission and distribution losses. AC generator immediately to the AC distribution system. It is connected
Voltage instability becomes more prevalent day by day. However, the through a power electronics interface. So, DG can be connected to the

concept of “distributed generation” has emerged as a solution to these
challenges. U.S. Department of Energy (DOE) says that DG is the
modular electric generation or storage with control technologies that
is connected near the point of use. DG unit’s power output generally
varies from a few kilowatts to a few megawatts [1]. A distribution
generator (DG) can be defined as ““a small-scale electric power genera-
tion unit that is installed ‘behind the meter’, typically at the end-of-use
customers’ premises and operated for totally or partially supplying
the load” [2]. Distributed generation is a sustainable development
practice. DG systems may be renewable like thermal-solar power and

system directly or through the inverter [3]. The central generation (CG)
system of the early days was a centrally stationed power plant used
to generate bulk power to be transmitted through transmission and
distribution lines. But in the DG-connected system, power is generated
near the consumer site. Therefore, there is a probability that the voltage
level, power quality, reliability, power losses, protection, and safety
will have an effect across the entire distribution system [4]. Therefore,
choosing the optimum position & size of DGs can mitigate various prob-
lems, namely, lowering APL and enhancing the voltage profile, system
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Nomenclature

DG Distributed generator

OARO Oppositional based ARO

RDN Radial distribution network

APL Active power loss

OPDG Optimal planning of distributed generators

BCBV Branch current to the bus voltage

1P Fundamental Current provided by DG

QPre Fundamental reactive power provided by DG

1 l.DG(h) hth Order harmonic current injected by NLDG

1, Branch current of brth Branch

Niranch Total number of branches of the RDN

X Reactance of the line connecting buses m and n

S, Apparent power of bus n

0, Reactive power of bus n

ip hth Harmonic voltage at bus i.

y,min |y, max Lower limit and Upper limit of voltage at bus i

ng‘, Ppx Minimum and maximum input active power of
DG

§baG Apparent power of ith unit

pfpes pfpe Maximum and Minimum power factor limit of
DG

U,L Upper and lower bound of a variable

dim The size of optimization problem

X ,U, Opposite point

xne The artificial rabbit’s new population

mg; Fuzzy membership function

ARO Artificial Rabbits Optimization Algorithm

NLDG Nonlinear DG

THD Total harmonic distortion

VSI Voltage stability index

BIBC Bus injection to branch current

P, Active power loss

ppe Fundamental active power provided by DG

V; Fundamental voltage at bus i

R,, Resistance of the branch

PL, Base power loss of the RDN

R, Resistance of the line connecting buses m and n

Zyn Impedance of the line connecting buses m and n

P, Active power of bus n

v; M The fundamental voltage at bus i

THD; Total voltage harmonic distortion at bus i

Npys No of buses in a RDN

Npg The total no of DG

PfD6G.i Power factor of ith unit of DG

M axit Maximum iteration

X; Initial population of organisms

popsize The size of the population of organisms

A Energy factor

L Speed during detour foraging

M, Normalized membership function of Kth solu-

tion

stability, reliability, and performance. Maximum research work focuses
on the allocation of DG to reduce transmission loss [5]. Enhancing
the integration of various DG in the RDN specifically the renewable
DGs like PV and wind generation sources has become a main objective
of the distribution system for its many technical, environmental, and
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economic merits. This type of source is connected through inverters
injecting harmonics into the system. This inverter is the leading source
of harmonics. So, inverter-based DG introduces harmonics into the
system. This type of DG is described as a nonlinear DG (NLDG). The
individual harmonics distortion in voltage (IHDv), along with the total
harmonic distortion in voltage (THDv) in RDNs, has been increased
due to this type of DG [6]. So, maintaining the power quality of a
distribution system becomes one of the important challenges. As per
IEEE Standard 519, THDv and IHDv must be lower than 5% and 3%,
respectively [7]. Harmonic load flow studies are most important to
analyze the presence of harmonics in the network.

Identifying the optimum location & size of DG has engrossed huge
interest from researchers to get maximum benefits on the distribu-
tion system. Different optimization techniques have been continuously
designed and carried out to resolve the DG placement problems ef-
ficiently. Different types of techniques namely analytical approaches,
numerical methods, meta-heuristic algorithms, ANN algorithms, and
hybrid algorithms, etc have been used in different optimization prob-
lems [8]. Metaheuristic optimization techniques have been applied to
numerous optimization problems of different disciplines. Compared to
other optimization methods, it executes faster. Many Metaheuristic
optimization techniques like Genetic Algorithm (GA), Particle Swarm
Optimization (PSO), Water Cycle Algorithm (WCA), Tabu Search (TS),
Honey Bee Algorithm (HBA), Ant Colony Optimizer (ACO), Ant Lion
Optimization algorithm (ALOA) and Grey Wolf Optimizer (GWO), etc
algorithms have been employed for optimal allocation of DG [9]. A
number of studies have been carried out to minimize the active power
loss of the system by optimizing DG size and position in the network
using different approaches. The loss sensitivity factor (LSF) was applied
to find out the candidate bus and decreased the state space. After that,
an algorithm was applied to find the optimum position and size of the
DG to minimize the active power loss (APL) as a single objective func-
tion for single or multiple DG placement problems. To determine the
best positioning and size of the DG and capacitor bank moth flame op-
timization (MFO) & Sine Cosine Algorithm (SCA) was proposed in [10].
In another study, QOCSOS (quasi-oppositional chaotic symbiotic organ-
isms search) algorithm was applied for searching the optimum number,
positions, and power factor of DG units to reduce the active power
loss of IEEE 33, 69, and 118-bus RDNs [11]. Teaching-learning-based
optimization (TLBO),& quasi oppositional TLBO (QOTLBO) [12] was
implemented to determine the optimal bus for DG connection and
sizes of DG units in RDNs to reduce the APL and VD and improve
the VSL. Combining GA and PSO together (GA/PSO) [13], and quasi-
oppositional swine influenza model-based optimization with quaran-
tine (QOSIMBO-Q) [14] was introduced to solve the same objective
function. Kansal, S et al. proposed a methodology introducing a multi-
objective function to determine the optimum location and optimal
power factor for DG, and the best location for DGs using particle swarm
optimization (PSO) [15]. For identifying the optimum DG placement in
the distribution network while incorporating single and multi-objective
functions, comprehensive TLBO (CTLBO), another enhanced variation
of TLBO, was proposed in [16]. Maximum research work was done
on IEEE 33 and IEEE 69 radial networks. A chaotic artificial flora
optimization technique was designed to find the optimal allocation
and capacity of DGs (CAFO-OPSDG) to regulate the voltage of the
network in specified limits and reduce the APL in research work.
The fitness function of the CAFO-OPSDG algorithm included power
loss minimization, voltage regulation, and penalty cost [17]. In some
studies, different types of DG have been considered. The honey badger
algorithm (HBA) was proposed for identifying the best location in the
network and size for capacitors and various DG types (DG TYPE-I and
DG TYPE-III) to reduce the network’s overall active power loss [18].
In [19], a single fitness function combining two objective functions
introducing a weighted sum method was presented for the optimal
allocation of several DG units in the IEEE 69-bus network. Minimiza-
tion of VD and reactive power loss was considered for the objective
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function. The optimal solution has been achieved using grey wolf
optimization (GWO). The quasi-oppositional differential evolution Lévy
flights algorithm (QODELFA) was introduced in another study to carry
out the optimal planning of distributed generators (OPDG) problem in
radial distribution networks (RDNs). The minimization of active power
loss, the voltage profile improvement, and the enhancement of the
voltage stability index were considered objective functions [20]. Manta-
ray foraging optimization algorithm (MRFO) was applied in [21] for
the same objective function. Using LSF and the ant lion optimization
algorithm (ALOA), the best placements and capacity of Photovoltaic
(PV) and wind turbine-connected DG sources were identified in net-
works. This multi-objective function included minimizing overall power
losses, enhancing voltage profiles, and the VSI of RDNs in [22]. The
appropriate positioning of DG sources in distribution networks was
explored using the chaotic symbiotic organisms search (CSOS), which
aims to minimize real power loss and raise voltage stability in [23]. In
another research work [24] a multi-objective opposition-based chaotic
differential evolution (MOCDE) algorithm was addressed to attain the
OPDG problem for solving multi-objective. The objectives of this study
were embedded in maximizing economic benefits, minimizing power
loss, and minimizing voltage deviation. To find the appropriate ca-
pacity and position of distributed generation photovoltaic (DGPV),
multi-objective chaotic mutation immune evolutionary programming
(MOCMIEP) was implemented to decrease. Fast Voltage Stability Index
(FVSI) and APL concurrently in [25]. In the above research work, the
harmonic limit for the inverter interfaced distribution generation (IIDG)
is not considered a constraint. IIDG can increase the harmonic level
of the network. Abbas, Ahmed S et al. introduced the biogeography-
based optimization (BBO) algorithm to find optimal sitting and sizing
of inverter-based DGs and capacitors and compared the result with
particle swarm optimization (PSO) and Genetic Algorithm (GA). Active
and reactive loss reduction, a decrease in the amount of transmission
line energy purchased, and an improvement to the voltage profile were
included in the objective function considering equal and unequal con-
straints. According to IEEE 519 standard, the total harmonic distortion
(THD) constraint was also included in the objective function. It is
one of the main advantages of this work [26]. In another study, four
single objective functions were proposed to minimize the power loss,
THD, and the capacity of PVDG units, and enhance the voltage profile.
Different constraints were considered to meet the IEEE 519 standard.
Proposed improvements were implemented for IEEE 69-bus & IEEE 33-
bus in [27] A comprehensive study was made on the optimal placement
of solar PV-DG in the Radial Distributed Network to decrease network
losses and % THD of bus and improve the voltage profile. A multi-
objective function was proposed to identify the optimal location and
optimal size of solar PV-DG using PSO algorithm [28]. Eid et al. in their
recent endeavor suggested the Bonobo optimization approach [29] for
solving the multi-objective DG integrated OPF problem of distribution
systems. Furthermore, Archimedes optimization algorithm [30] was
proposed by Eid et al. for locating RDN in distribution systems. In
many research studies, the weight factors are determined as part of
the index optimization process using the integrated multi-objective
optimization (IMO) framework [31,32] rather than being assumed
or left to the decision maker’s preferences. With the help of this
method, the best sites and dimensions for wind turbine generators
(WTGs) and superconducting magnetic energy storage systems (SMESs)
are determined. Reducing power loss and enhancing the voltage of
the network should be key objectives to improve the efficacy of a
transmission system. Numerous research works developed by adding
certain objective functions apart from APL minimization and voltage
stability. The most commonly identified objective functions are reactive
power loss, operational cost, investment cost, voltage stability index,
and THD, among many others. [33,34]. A newly innovated bio-inspired
meta-heuristic method called artificial rabbits optimization (ARO) has
been introduced and comprehensively evaluated in this study. The ARO
algorithm is inspired by the survival techniques used by rabbits in
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the wild, such as detour foraging and random hiding [35]. After that,
a modified version of ARO i.e. oppositional-based ARO (OARO) has
been applied to optimize the multi-objective problem. For the objective
function formulation of the OPDG problem, APL and VD reduction,
and VSI improvement are included in the maximum approach. THD is
one of the most important constraints for inverter-based DG or NLDG
that is not included in previous studies. Therefore, this inspires us
to comprise a new objective function i.e. THD minimization on the
existing system considering the IEEE 519 standard. The new method
has been developed to find the optimal position and size of DG in
RDNs by considering four objectives. It aims to reduce active power loss
(APL), voltage deviation (VD), and total harmonic distortion (THD),
and enhance the voltage stability index (VSI). The study is based
on mainly two types of DGs (TYPE-I, TYPE-III). The algorithm has
been tested on IEEE 33-bus and 118-bus RDNs, and comparisons have
been conducted with numerous other past approaches mentioned above
research work.

1.1. Contributions

The following summarizes the significant contributions of this work:

(a) The OARO is proposed to solve the OPDG problem, considering
two types of DG units: DG TYPE I with unity power factor (UPF),
and DG TYPE III with 0.866 lagging and an optimum power
factor (OPF).

(b) Here, a multi-objective function has been designed to enhance
the DG penetration including loss minimization, enhancement
of voltage deviation, voltage stability index improvement, and
total harmonic distortion reduction.

(c) NLDGs are the source of harmonic distortion. Harmonic power
flow is included within the optimization framework to calculate
THD. The inclusion of THD is one of the new objectives of the
OPDG problem.

(d) Three case studies are conducted to evaluate the effectiveness of
the proposed method. Case Study 1 considers APL minimization,
Case Study 2 focuses on the simultaneous reduction of APL, VD,
and improvement of VSI, while Case Study 3 considers APL and
THD minimization.

(e) The Pareto-optimal solutions have been found for case studies 2
and 3. The weighting factors are not presumptive or subject to
the decision-maker’s own choices.

(f) The outcome of the suggested OARO method has been compared
with the outcomes from the original ARO and other published
optimization algorithms.

2. Problem formulation
2.1. DG type

The following four categories [36] can be used to describe the
distributed generators

TYPE-I: Only injects real power into the network i.e. power factor
unity, such as photovoltaic cells (PVs).

TYPE-II: Operating at zero leading power factor& producing reactive
power like the capacitor

TYPE-III: Add both active & reactive power into the network, such
as the doubly-fed induction generators seen in wind turbines.

TYPE-IV: Introduce real power & consume reactive power, like the
wind turbine’s squirrel cage induction generators.

In this study, TYPE I and TYPE III DGs are taken into consideration.
Fixed power factor (0.866 lag) and optimum power factors are consid-
ered for TYPE IIl DG. Maximum DGs are connected to the distributed
network through an inverter or converter. so, harmonics are introduced
to the system. A harmonic power flow analysis has been performed for
this.
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2.2. Harmonic power flow analysis

This is a technique for estimating harmonics in the system, har-
monic power flow is helpful when a nonlinear device is present in the
system. In this study, harmonic load flow based on network topology
is applied [37] wherein two matrices, namely BIBC and BCBV, are
constructed. After that, the optimization algorithm is connected with
it. At every bus, THD is determined using harmonic load flow. For this,
DG modeling is completed initially.

2.3. DG modeling

DG can act as a constant current source and supply harmonics to the
system. Fundamental current can be found out from the power rating
of the DG as per Eq. (1) [38].

DG | ;DG ™

DG
Ii

v @

i

The following formula (2) can be used to compute the DG’s harmonic
current contribution.

II_DG(h) — k(h)IiDG )

Where, PP QPC are considered as fundamental active and reactive
power generation by DG units connected at bus i, IiDG is fundamental
current supplied at bus i by NLDG units, V; presents fundamental
voltage at bus i, IiD G is the h th order harmonic current injected by
NLDG. This k» can be obtained from Table 2 specified in IEEE 519

standard [39]

2.4. Objective functions

2.4.1. Minimization of active power loss

In a simple radial distribution system, the mathematical formula for
the objective function of reducing active power loss (P;) throughout
distribution networks is as follows:

P, Nboranch

= mi - 2

OF, —m1n<P—Lb> where P, = bz Ry I2 3)
r=1

Where, R,,, and I, represent the branch resistance & the branch

current of brth branch respectively; N,,,,., represents the total number

of branches of a distribution network, the base power system loss is

denoted by PL, [40,41].

2.4.2. Improvement of voltage deviation
Improving the voltage profile is one of the targets of appropriate
placement and sizing of DGs. The voltage deviations must be reduced.
The objective function of reducing voltage deviations can be described
as follows:
n

> Viow = Vi)’

W here, VD = =1

OF, = min

7 4

nom

base

Where V; represents the ith bus voltage and » is the number of buses
present in the RDS. V,,,, is rated voltage. V,,,, = 1 p.u. Furthermore, in
numerous research papers, total voltage deviation (T'V D) is formulated
as [40]:

TVD=Y (1-V) ©)
i=1

However, in this study, Eq. (4) is used to describe the objective function
for improving the voltage profile [42]:
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2.4.3. Improvement of voltage stability index

Maintaining the voltage stability index (V.ST) within a specified
range is essential for improving the voltage level of the distribution
system under heavily loaded conditions. The VST (n) of bus n of a radial
distribution system is defined by [42]:

VSI() = |Vl* =4 [P,Ro + CuXou] [Vl + 4[PuRop = OuXoa|” (6

Where, R,,&X,,, denote the resistance and reactance of the line con-
necting buses m and n respectively. V.S1,,, denotes the base case
voltage V' S1. So, using the formula (7), maximizing the V.ST becomes
minimization.

. 1
max (V.S1(n)) = min < VSI (n)) 7
In many research papers, VSI has been introduced as [41]
VSI(n)=1=[2 (PR +QpXpm) — V2| — 45222 )

In this study, Eq. (6) has been used for the calculation of VSI. The
objective function for enhancing the voltage stability index is taken
from [42],

VSI base

OF; = min
> VSI (n)

)]

2.4.4. Minimization of average total harmonic distortion

NLDG units are the origin of harmonic distortion. Which is restricted
to the DG penetration level. So, proper allocation of the position and
size of DG is required to minimize the average harmonic distortion.
Total voltage harmonic distortion (7T H D;) at bus i as follows:

h 2
Py Vil

o, x 100% (10)

THD;(%) =
5% is often specified as the maximum allowable TH D per IEEE 519
standards [43]. So the average TH D, is another objective in case of
NLDG

N

BUS
Y |THD,|
OF, = THD, = min| = an
n
Case study 1 (APL minimization [11]):
F, = min(OF,) (12)

Case study 2 (Simultaneous APL and VD minimization, as well as
VSI enhancement):

F, = min(W, XOF, +WyXOF,+W;xOF;) where W, +W,+W; =1 (13)

The weighting factors, W;, W, and W; have values between (0, 1) that
is adjusted uniformly [44].
Case study 3 (Simultaneous minimization of APL and THD):

F; = min (W] X OF, + (1 - W)) X OF,) 14

The weighting factor, W, has a value between (0, 1) that adjusts
uniformly. At first, W, = 0 is chosen, and then adjustment has been
made in the intervals of 0.05-1.

2.5. System constraints
2.5.1. Equality constraint

The power balance equation for active and reactive powers in the
network should be shown by the following equations: Where

Npg Npus Nbranch
DG _
Pspack + 2 P, = z Proapn+ Pross k 1s)
m=1 n=1 k=1
NpG Npys Neranch

Osrack + Z 00¢ = Z Qrospnt+ Z OQross.k (16)
n=1 k=1

m=1
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Where, Pg;,cx and Ogpacx represent active and reactive powers
provided by the slack bus, respectively; P2S and QP¢ are the generated
active and reactive power outputs of the mth DG unit, respectively;
Proap, @and Q;pap,, are active and reactive load demands at the nth
bus, respectively; P ossx and Q;pssx represent the kth branch’s
active and reactive power losses, respectively.

2.5.2. Inequality constraints
+ Bus voltage constraints: The bus voltage must be controlled in the
definite range. V;™"&V,™¥ of bus voltage are normally 0.95 &
1.05 per unit, respectively. Bus voltage of ith bus is represented
using (17)

V[min < Vz < V[max’l- =1,...,n (17)

DG sizing limits: Following Equation suggests that input of the
distributed generators’ active powers PI,DG from ith unit must be
within a specified range (18)

Ppin < pPG < PR = 1,...,Npg 18)
Reactive power (QP¢) and apparent power (SP%) of ith unit can
be calculated by using Eq. (19)

DG
spa = i
! pfpg.i

and QPY = SPO xsin (cos™ pfpg) a

Power factor limit of DG: DG units can be employed within

pf T &p ™R power factor ranges.

max

PfrsigsprG,iSP DG’izl""7NDG (20)

Limitations on individual voltage harmonic distortion: The IEEE-
519 standard also fixes limitations on individual voltage harmonic
distortion for each bus.

v,
THD,(%) = ‘—(f) x 100% < 3% [43] 21
U

3. OARO algorithm

The OARO algorithm is a modified version of the original ARO al-
gorithm that incorporates opposition-based optimization (OBO) strate-
gies. The OBO method in OARO enables the algorithm to search over
a more effective search area and produce a superior outcome. Conse-
quently, the algorithms’ ability to explore is improved.

3.1. Opposition-based optimization (OBO)

The calculation of the opposite point in detail is represented as fol-
lows: Firstly, the initial population of organisms is calculated randomly
within the specified boundary according to Eq. (22)

Xi;=1L; + rand(0, 1)><(Uj —Lj)

ji=12,....dim; i=1,2,...,popsize

(22)

Where, L: lower bounds of a variable; U: Upper bounds of a variable.
dim: The size of optimization problem; Popsize: The size of the popula-
tion of organisms according to the opposition point definition, the new
opposite point to the point can be determined as follows [45]

X% i=L;+U; - X;; (23)

Now, if f(X) is considered as a fitness function then first calculate
F(X;;) and f(X° ;). If f(X° ;) < f(X;;), then X;; can be changed
with X°; ;; otherwise we carry on with X; ;. In order to proceed with
the more appropriate one, the initial point and its opposing point are
considered and analyzed simultaneously.
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3.2. ARO algorithm

Two laws of rabbit survival are considered for the planning of
the ARO algorithm. These are detour foraging and random hiding.
Detour foraging is a searching approach to prevent natural predators
from detecting them by feeding the grass to rabbits near the nest.
Random hiding is an approach in which rabbits move to other terriers,
mostly to hide further away. By applying the following equations, a
new population is created from the initial population. For this first
calculated the energy factor. The energy of the rabbits is used by
ARO to create a search scheme since it depletes with time, reflecting
the change from exploration to exploitation. The energy factor in the
algorithm for artificial rabbits is defined as follows [35]:

A=2><log< >><th Where,th=2><<l_1t> 4

rands MaxIt

It: current iteration MaxIt: maximum iteration if A is greater
than 1, the detour foraging method is applied using Egs. (25)-(27) to
determine the new position of the rabbits. The equations are described
below.

X[ =X+ Rx ( X; = X; ) +round (0.5 (0.05 +rand;)) xn; (25

( Ir—1 )2
R=LxC, L=|e—e\MaxIt] |y (sin2)x x rand(0,1)) and

G = rand perm(dim)
(26)

_ 1 if n==G()
Clm = { 0 else

where, X!/ indicates the artificial rabbit’s new position. X;,: indi-
cates the artificial rabbit’s at ith position. X; : represents the random
artificial rabbit’s position. The stochastic numbers rand,, rand, and
randy range from O to 1. The running length is denoted by L which is
the moving speed during detour foraging. n; follows the conventional
normal distribution. The random number »; from the normal distri-
bution primarily reflects the perturbation. ARO can perform a global
search and avoid local extremes by perturbing the final term of Eq. (25).
if A is less than 1. the random hiding method is used to determine the
new position of the rabbit’s applying the Egs. (28) to (31).

I =1,...,[rands,dim] 27)

= X R i x,1,0) “

o (Mot @
MaxIt

bi,k = X,',k +HX Grx X,',k (30)

where t=1,...,dim

Gr(t) = { 1 if = [rands x dim] 1)

0 else

where i = 1,...,popsize and k = 1,...,dim and The typical normal
distribution is followed by n, With stochastic perturbations, the hidden
parameter H falls linearly from 1 to . b; . signifies a randomly
chosen burrow among the d burrows ({\é[\fléiéged by the rabbit at random
for hiding, and rand, and rand stand for the random integer we choose
between 0 and 1. In this way, a random hiding method is performed to
generate a new position for the rabbit. The fitness value is evaluated
for each individual and modified the position to find the best position
pseudo-code of the ARO algorithm is provided below:

» Forming the optimization problem and selecting the constraints.

+ Include control parameters, the maximum number of iterations
(MaxIT), and the total number of populations (Popsize).

+ Calculating the fitness function after randomly initializing a group
of rabbits
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+ Identify the best rabbits.

for iter = 1: MaxIT do
for i = 1: popsize do
Use (24) to determine the energy factor A.
if A> 1 then
Randomly selects one rabbit from the initial rabbit’s posi-
tion.
Applying (26)-(27), compute R.
Apply the detour foraging method to find a new rabbit
position using (25).
Determine fitness value f (x;), for the new rabbit’s position

(x;)-
Update the new rabbit’s positions if fitness is better.
else
Create b burrows and choose one at random using (29)-
(31).
Apply the random hiding technique using (28).
Determine fitness value f (xi), for the new rabbit’s position
(xi)
Update the new rabbit’s positions if fitness is better.
end if
end for
Identify the best artificial rabbit.
end for

Output the most appropriate artificial rabbit.
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Step 8: Calculate new populations using the ARO algorithm and de-
termine the objective function by repeating the step 4 to step
7 and updating the population depending on the fittest one.
If the maximum number of iterations is achieved for single-
objective optimization described in (12), the iterative process
should be stopped; otherwise, continue steps 4 to 7. Remain
the outcomes in an array (also referred to as the Pareto-
optimal set described in [14]) and stop for multi-objective
optimization (described in (13) & (14)) issues if the current
iteration is higher than or equal to the maximum iteration;
otherwise, continue steps 3 to 7 until the problem is solved.

Step 9: When solving the bi-objective problem according to Eq. (13),
increase the value of W, in steps of 0.05 and go back to
step 3 until step 8. Continue doing this until the value of W}
approaches 1. When doing a tri-objective (14), optimization
using the three weighting factors increases the value of each
weighting component in increments of 0.1 starting at 0 and
going up to 1, so that the sum of W}, W, and W; equals 1,
and then repeat step 3 through step 8 each time.

Step 10: The procedure outlined above produces the Pareto-optimal
solutions, which are a non-dominated set of responses. The
suggested approach uses a fuzzy-based mechanism to select
the optimal compromise solution from the Pareto front when
addressing multi-objective optimization problems. The fuzzy
membership function (ms) and the normalized membership
function M, for each non-dominated solution k are deter-
mined by applying the fuzzy logic theory to each objective

4. Implementation of OARO to optimal placement and size of DG function in the manner described below:
0 m<=0
This section provides detailed steps to minimize the APL, VD, and _ ' _ OF™ - OF,
$ prov ! my=1 m 0<m<1p wherem=———-—— (32)
THD while maximizing the VSI in order to execute the OPDG problem 1 mo>=1 OF™ — OF™
in RDNs using OARO algorithm. '
Step 1: Input the bus and line data of RDNs system, the DG type, DG M. = Z?:l ml}[ h
number, and other constraining parameters. k= 3O 3" mk where
k=1 Li=1 Mp; (33)
Step 2: Run the power flow algorithm to obtain the base values of M, = the normalized membership function of
RDNs. Kth solution,
OF,; = ith objective function, OF"**, OF[.'"” = maximum and

Step 3: Initially, a random population is generated for the OPDG
problem by evenly dispersed control variables between upper
and lower boundaries of DG size, power factor & location (bus
no).

Step 4: Implement conventional power flow for each individual pop-
ulation to obtain the active power loss, voltage deviation and
voltage stability index.

Step 5: Run harmonic power flow to calculate the total harmonic
distortion (THD) of the system due to the presence of DG.
For this, first calculate the harmonic current injected into
the system considering the inverter-based DG harmonic spec-
trum using (1) and (2). Then calculate the harmonic voltage
component.

Step 6: If any system limitation is violated, the particular population
is discarded, and the procedure is repeated until the required
number of populations are formed. In the suggested OARO
algorithm, the opposite population is created using the OBL
methodology as described in (22) and (23).

Step 7: Determine the fitness value using (12) to (14). The final pop-
ulation is chosen against the initial population and opposed
based on population size.

minimum value of ith objective function respectively n&o
represent no of objective function and the number of non-
dominated solutions respectively. The optimal non-
dominated solution can be identified when Eq. (33) is maxi-
mum, and all objectives have the highest normalized sum of
membership function values. The process is finished, and the
optimal solution to the optimization problem has been found.

Step 11: Find the best population.

Step 12: Go to step 13 if the termination requirement has been ful-
filled.

Step 13: Display the final results and record the outcomes
5. Results & discussions

The OARO and ARO has been tested on two test systems: The IEEE-
33 bus, and 118-bus systems. The load flow has been executed using the
backward-forward sweep algorithm, and THD and IHD are calculated
using the harmonic power flow. The following two test networks are
accounted for verifying the efficacy and reliability of the suggested
approach. In case study 1, an initiative has been taken to reduce the
APL of the system; case study 2 takes into account all three objectives
to reduce the APL & VD while also enhancing the VSI; and case study 3
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Fig. 1. Convergence characteristics for (a) Case Study 1 for DG TYPE III (OPF) of the 33-bus system (b) Case Study 2 for DG TYPE I (UPF) of the 118-bus system and (c) Case

Study 3 for DG TYPE I (UPF) of the 118-bus system.

deals with the simultaneous reduction of THD and APL. Two distinct
test systems, including DG type, are extensively analyzed for each
scenario. These three types of DGs are DG TYPE I, DG TYPE III at
fixed power factor (0.866 lag), and optimal power factor. The MATLAB
R2021b platform has been used to code the algorithm. To find the
optimal option, OARO & ARO conducted 20 independent tests for each
test system. The original ARO approach is used to address the issue
of result comparability. All test networks’ initial data is provided in
Table 1. Three DGs are installed for IEEE 33 bus system and seven DGs
are installed for IEEE 118 bus system.

5.1. RDS 1: IEEE 33-bus

5.1.1. Case study 1: Active power loss minimization

The minimization of Active Power Loss (APL) (F}) is defined as an
objective function in this case according to (12). The ARO & OARO
algorithm is suggested for DG operating on UPF, 0.866 lagging, and
OPF. Table 3 represents the list of the outcomes. 210.988 kW is the
active power loss without DG. Using the suggested algorithm, it can
be seen that the active power loss is decreased to 72.785 kW with DG
TYPE I (Case 1.1). The result of OARO, ODELFA [20], and SFSA [42]
are identical, as shown in Table 3, however, the total DG capacity is
reduced to 2.9429 MW from 2.9467 MW and 2.9477 MW using OARO
algorithm. The suggested OARO’s total power loss is less than that of
the krill herd algorithm [46], LSFSA [47] and QOSIMBO-Q [14], among
others. The loss is reduced to 15.347 kW, the same as QODELFA, when
DG operating at 0.866 lagging pf (Case 1.2), but the total DG capacity
is decreased to 3.4621 MW from 3.4634 MW. The suggested method
reduces active power loss to 11.740 kW by installing DG TYPE III with
the best power factor (Case 1.3), which is better for QOCSOS [11] and
SFSA [42]. This illustrated how significantly the power loss reduction
is influenced by the optimal choice of power factor of DG units. Both
the OARO and ARO algorithms consistently produced the same real
power loss showing in results across all scenarios. However, as shown
in Fig. 1(a) the convergence rates of OARO for better results are quicker
than those of ARO in every scenario. The voltage profile of the 33-
bus RDNs has been improved after the attachment of DG units, going
from 0.904 (base case) to 0.9687 p.u., 0.9922 p.u., and 0.9922 p.u.
for Cases 1.1-1.3, accordingly. It can be seen that the voltage profile
of the network is greatly improved when the DG with power factor
0.866 lag (Case 1.2) and OPF (Case 1.3) have been implemented. For
bus number 17, overall harmonic distortion is at its highest in all three
cases. For Cases 1.1-1.3, the 33-bus test network’s THD has been raised
from O (base case) to 2.10%, 3.14%, and 3.13%, respectively for NLDG.
However, it does not go above the permitted THD limit. This study also
includes additional harmonic analysis.

5.1.2. Case study 2: Simultaneous APL and VD minimization, as well as
VSI enhancement

The simultaneous minimization of APL (OF,), VD (OF,), and
VSI~' (OF 3) is analyzed in this scenario according to Eq. (13). The

Table 1
Test networks’ data.
Test network 33-bus 118-bus
Total load (MVA) (3.715 + j2.300) (22.709 + j17.041)
Active Power loss (KW) 210.988 1298.092
Minimum Voltage (p.u.) 0.904 0.869
Base voltage (KV) 12.66 11
Voltage deviation 0.133808 0.357641
VSI 0.6672 0.5697

suggested OARO and ARO results are shown in Table 4 along with
comparisons to the other approaches. Using OARO, the APL is reduced
to 77.873 kW with unity power factor DGs (Case 2.1), which is signif-
icantly higher than the APL of 77.3793, 77.408 kW, and 77.410 kW
using MRFO [21], QODELFA [20] and SFSA [42] respectively. Here,
weighting factor has been varied uniformly and a Pareto optimal front
is shown in Fig. 3 where others chose it randomly. However, the
VD and VSI7! (in p.u.) produced using the suggested algorithm is
far better than those computed using the SFSA [42], MRFO [21],
and QODELFA [20] algorithms. VD and VSI for UPF is 0.00598 p.u.
and 0.9213 p.u. The APL and VD are decreased to 15.496 kW and
0.00035 p.u., respectively, while the VSI is improved to 0.9673 p.u. for
Case 2.2. The APL and VD are reduced to 11.905 kW and 0.000338 p.u.,
respectively, while the VSI is enhanced to 0.96751 p.u. for Case 2.3.
The OPF obtained by the OARO algorithm is 0.903, 0.894, and 0.719.
Because of the lower power factor values, the system receives a consid-
erably higher amount of reactive power. The voltage profile is greatly
enhanced as a result. Compared to the previous three cases, The OARO
gives a loss reduction that is almost 0.5 percent better than the Other
method, VD is reduced to 0.000338, which is moderate to the other
three algorithms, and VSI is also improved to 0.96751. The voltage
profiles of the 33-bus network for four cases (without DG, With DG at
unity pf, fixed pf, and optimal pf) are shown in Fig. 2(a). This can be
seen in this diagram, the voltage magnitude at the buses is extremely
close to the voltage’s rated value (1.0 p.u.) for Case 2.3 & case 2.2. Case
2.3 has a considerably higher minimum voltage (0.994 p.u.) than case
study 1 (0.9797 p.u.) & base case (0.904), which is an improvement.
The 33-bus test network’s THD is the maximum for bus no 17. It has
been increased for Cases 2.1-2.3 from 0 (base case) to 2.47%, 3.23%,
and 3.227%, respectively, for NLDG. However, It does not exceed the
allowed THD limit.

5.1.3. Case study 3: Simultaneous minimization of APL and THD

In this scenario, both the minimization of APL (OF,) and THD
(OF,) are taken into account at the same time as per (14). THD is
a significant factor for NLDG. According to the IEEE 519 Standard,
the maximum THD is 5%. The THD level does not exceed the limit
for the 33 bus systems above two case studies. The Pareto-optimal
front obtained by OARO algorithm is shown in Fig. 4 by varying the
weighting factor and optimum point has been also identified using
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Fig. 2. (a) Voltage profile for case study 2 and (b) THD (%) for case study 3 for IEEE 33 bus.
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Fig. 4. Pareto-optimal front achieved by OARO algorithm for case study 3 for IEEE 33 bus (a) with DG TYPE I (UPF) and (b) with DG TYPE III (OPF).

Fuzzy based mechanism. Results are shown in Table 5. Network has the
lowest THD level for DG TYPE -I. The average THD level is 0.9615%
and the maximum THD is 1.75% at bus no. 17. For DG TYPE III at 0.866
lagging power factor, THD is reduced to 2.84%, and for OPF, its value
is reduced to 2.8347% at bus no. 17. The THD level is lower in case

study 3 compared to case study 1 and case study 2. It is observed that
OARO can promptly converge to the best solutions when both OARO
and ARO are performed simultaneously. For case 3.1-3.3, power loss is
reduced to 75.639 kW, 16.705 kW & 13.309 kW respectively. Fig. 2(b)
represents the variation in THD of the 33-bus network with the addition
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Table 2
Inverter-based DG harmonics.
Harmonic Distortion Harmonic Distortion
Oder limit (%) Oder limit (%)
5 4 29 0.6
7 4 31 0.6
11 2 35 0.3
13 2 37 0.3
17 1.5 41 0.3
19 1.5 43 0.3
23 0.6 47 0.3
25 0.6 49 0.3

of the DG units. The THD at the bus no. 17 is highest at 2.84% for Case
3.2, as seen in the figure, which is noticeably lower than Case Study
1 and Case Study 2. The results of this study show that choosing the
optimal power factor value is essential for both loss minimization and
THD minimization.

5.2. RDS 3: IEEE 118-bus

5.2.1. Case study 1: Active power loss minimization

On a large-scale RDN with 118 buses, the effectiveness of the
suggested strategy is demonstrated. Table 6, 7 and 8 show the best po-
sitions and dimensions for DG units determined by OARO and ARO for
all scenarios. For Case 1.1-1.3, the real power loss values determined
by OARO are 514.883 kW, 145.475 kW, and 125.751 kW, while the
values attained by ARO are 515.083 kW, 145.475 kW, and 126.17 kW,
respectively. The APL achieved with OARO is 514.883 kW superior
to the 518.653 kW obtained from QODELFA [20], the 516.2658 kW
from QOCSOS [11], and the 525.277 kW from SFSA [42], based on
the comparison shown in Table 6. By adopting the suggested OARO,
the APL is further decreased to 145.475 kW for DG TYPE III with
0.866 lagging pf. This figure is less than the 148.931 kW reported by
QODELFA [20] and the 155.159 kW reported by SFSA [42]. For case
1.2, comparisons are shown in Table 7. According to Table 8, OARO
excelled in other comparative techniques including QOCSOS [11],
SFSA [42] and regular ARO for Case 1.3 of this scenario. 125.751 kW
is the active power loss accomplished by OARO, which is significantly
less than the 126.2304 kW from QOCSOS [11], the 126.227 kW from
SFSA [42], and the 126.17 kW from ARO. This implied that the system’s
APL was significantly reduced when DG operating at OPF. During
the network’s integration of DG units, minimum voltage values by
OARO are 0.9566 p.u. (54), 0.9760 p.u. (62), and 0.9760 p.u. (62).
In this case, OARO proved to be more successful for the large-scale
system than the comparative methods in regard to the efficacy of
the solutions. For Case studies, 1.1-1.3, the THD for the 118-bus test
network has been increased from 0 (base case) to 3.4%, 5.36%, and
5.41%, respectively, for NLDG at bus 76. It does, however, go over the
permitted THD limit. Further THD reduction was also included in this
study.

5.2.2. Case study 2: Simultaneous APL and VD minimization, as well as
VSI enhancement

In this study the simultaneous reduction of APL(OF,), V D(OF,),
and VST~ (OF3) have been chosen as per (13). Pareto optimum front,
as attained by OARO, has been used as an effective strategy in this case.
Pareto-optimal front obtained by OARO algorithm is shown in Fig. 5.
It can be seen from the result shown in Table 9 that the APL and VD
are reduced to 554.2 kW and 0.02957 p.u., respectively, while the VSI
is increased to 0.8967 p.u. using OARO in case of DG TYPE I. These
results are superior to those from SFSA [42] and QODELFA [20]. Nev-
ertheless, the overall solutions of OARO are better than those of other
methods. Table 10 displays the result from Case 2.2 with DGs with
0.866 lagging pf. As can be shown, the suggested algorithm provides a
better answer considering the three parameters APL (162.365 kW), VD
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(0.005207 p.u.), and VSI (0.91194 p.u.) contemporaneously than the
solutions from SFSA, [42], respectively, 128.3 kW, 0.00551 p.u., and
0.9099 p.u. are achieved when the power factor is adjusted to optimal
value (Case 2.3) as shown in Table 11. The voltage profiles of the
118-bus test network are shown in Fig. 7(a) following the integration
of DG units attained by OARO for Case 2.1, Case 2.2, and Case 2.3.
For Case 2.1, Case 2.2, and Case 2.3, the minimal voltage levels are
0.9731 p.u., 0.9772 p.u., and 0.9767 p.u., respectively, at bus 62 which
is far better than the base value (0.869 p.u.). Fig. 1(b) illustrates
the convergence characteristics for case study 2 for DG TYPE I by
contrasting OARO & ARO showing that OARO converges significantly
more quickly than traditional ARO. The 118-bus test network’s THD is
increased for Cases 2.1-2.3 from 0 (base case) to 3.933%, 5.516%, and
5.4242%, respectively, for NLDG at bus 76. It can be seen that the OPF
operation gives lower harmonics than 0.866 lag. However, it exceeds
the allowable THD threshold. In this work, further, THD minimization
is also included.

5.2.3. Case study 3: Simultaneous minimization of APL and THD

In these investigations, the reduction of APL(OF,) and TH D(OF,)
is regarded as contemporaneous for 118 RDNs. For the RDNs 33 the
THD level remains inside the threshold limit i.e. 5% for all the case
studies, but it has crossed the limit for the RDS 118 network. Pareto-
optimal front achieved by OARO algorithm has been shown in Fig. 6.
Here, THD reduction becomes necessary. According to Eq. (14), ob-
jective function has been formed. The network has the lowest THD
level with DG TYPE-I. bus no. 76 has the highest THD level (3.138%),
and the average THD level is 1.058%, from the OARO data as shown
in Table 12. The results of OARO are significantly better than those
of ARO in every case. At bus number 76, THD for DG TYPE III is
decreased to 4.7% at a lagging power factor of 0.866 and 4.82% at
OPF. The average and maximum THD levels in case study 3 are lower
than those in case studies 1 and 2. The variation of THD level in the
118-bus network caused by the inclusion of the DG units is depicted
in Fig. 7(b) for case study 3. Considering THD minimization, power
loss is reduced to 521.47 kW, 213.8 kW, and 135.516 kW respectively
for cases 3.1-3.2. According to the results, Case 3.3 has the highest
THD at bus number 76 (4.82%), which is considerably lower than case
studies 1 (5.41%) and case study 2 (5.424%). According to the study’s
findings, a power factor of 0.866 lag provides the best outcomes for
both loss minimization and THD reduction. In comparison to the other
case studies 1 and 2, it can be noted that the minimization deviation is
also at a minimum of 0.00074. By contrasting OARO and ARO, Fig. 1(c)
illustrates the convergence rate for case study 3 for DG TYPE I (UPF),
indicating that OARO converges much more quickly than conventional
ARO.

6. Conclusions

In this research, a new approach for searching for the ideal position
and size of distributed generation (DG) units to install in distribution
networks is presented. This scheme aims to achieve optimal DG pen-
etration while meeting all network operational parameters. Using the
criteria of APL, VD minimization, and VSI enhancement, the OARO ap-
proach is employed to survey three parameters of DG unit (DG capacity,
power factor, and position) in the 33, and 118-bus RDNs. The Pareto
optimal front technique is used for multi-objective problems and the set
of Pareto-level solutions is used to determine the optimal solution. APL
minimization is also included in this survey. By using the suggested
algorithm, superior results can be achieved over many of the prior
methods for the three scenarios under study, especially the large IEEE
118-bus system, in comparisons between the proposed OARO as well
as many existing algorithms from the research for the two test systems.
For instance, APL has been found as 514.883 kW, 145.475 kW, and
125.751 kW for UPF, 0.866 lagging, and OPF, respectively which is bet-
ter than QOCSOS, QODELFA, and SFSA. APL is reduced up to 60.33%,
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Table 3

Results for APL in the 33-bus RDS.
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Optimal size

Techniques Optimal MVA MW MVAR  pf TOTAL DG APL (KW) VD VSI Avg. THD Minimum bus Weakest = Maximum
location INPUT (MVA) voltage (p.u.) bus THD (bus no)
Case 1.1: DG TYPE -I [unity power factor]
13 0.8011 0.8018 0 1
OARO 24 1.088 1.089 0 1 2.9429 72.785 0.01514 0.8804 1.124%  0.9687 33 2.10% (17)
30 1.0538 1.0537 0 1
13 0.801 0.801 0 1
ARO 24 1.089 1.089 0 1 2.944 72.785 0.01509 0.8806 1.12% 0.9687 33 2.107% (17)
30 1.054 1.054 0 1
13 0.8018 0.8018 0 1
QODELFA [20] 24 1.0913 1.0913 0 1 2.9467 72.785 0.01509 0.8804  _ _ _ _
30 1.0536 1.0536 0 1
13 0.802 0.802 0 1
SFSA [42] 24 1.092 1.092 0 1 2.9477 72.785 0.01509 0.8805  _ _ _ _
30 1.0537 1.0537 0 1
Case 1.2: DG TYPE III with fixed power factor (0.866 lagging)
13 0.8755 0.75818 0.4377 0.866
OARO 24 1.185 1.0269 0.5929 0.866 3.4621 15.347 0.000652 0.96209 1.741%  0.9922 8 3.14% (17)
30 1.4016 1.2138 0.7008 0.866
13 0.8755 0.75818 0.4377 0.866
ARO 24 1.185 1.0269 0.5929 0.866 3.4621 15.347 0.000652 0.962086 1.741%  0.9922 8 3.14% (17)
30 1.4016 1.2138 0.7008 0.866
13 0.8756  0.7582 0.4378 0.866
QODELFA [20] 24 1.186 1.0273 0.593 0.866 3.4634 15.347 0.00065 0.9692 _ _ _
30 1.4018 1.2139 0.7009 0.866
13 0.985 0.853 0.4925 0.866
KHA [46] 24 1.0392 0.9 0.5196 0.866 3.0634 19.578 _ 0.9286 _ _ _
30 1.0392 0.8999 0.5196 0.866
Case 1.3: DG TYPE-III with optimum Power Factor
13 0.8774 0.79378378 0.3734 0.9047
OARO 24 1.1883 1.07113362 0.5169 0.9014 3.5089 11.740 0.000633 0.96212 1.768%  0.9922 8 3.13% (17)
30 1.4432 1.03073344 1.0113 0.7142
13 0.88 0.796136 0.3749  0.9047
ARO 24 1.1884 1.07122376 0.5153 0.9014 3.511 11.741 0.000633 0.96212 1.768%  0.9921 8 3.13% (17)
30 1.4426 1.03030492 1.0079 0.7142
13 0.8772  0.79387 0.37317 0.905
QOCSO0S [11] 24 1.1884 1.07075 0.51555 0.901 3.5083 11.741 _ _ _ _ _ _
30 1.4427 1.03009 1.01010 0.714
13 0.87680 0.7927 0.3747  0.904
SFSA [42] 24 1.15527 1.03 0.5232 0.892 3.51233 11.762 0.000619 0.9691 _ _ _
30 1.48027 1.0422 1.0512 0.716
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Fig. 5. Pareto-optimal front achieved by OARO algorithm for case study 2 for IEEE 118 bus (a) with DG TYPE I (UPF) and (b) with DG TYPE III (OPF).

88.79%, and 90.32% for UPF, 0.866 lagging, and OPF, respectively. For
multi-objective optimization problems, OARO also gives better results
like 162.365 kW (APL), 0.005207 (VD), and 0.91194 (VSI) at 0.866

lagging for case study 2 than other algorithms for 118 bus RDN and
15.496 kW (APL), 0.0035 (VD), and 0.9673 (VSI) at 0.866 lagging for
case study 2 than other algorithms for 33 bus RDN. It may be concluded

10
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Table 4

Result for simultaneous APL and VD minimization, as well as VSI enhancement for 33 bus RDS.

Electric Power Systems Research 231 (2024) 110334

Optimal size

Techniques Optimal MVA MW MVAR  pf TOTAL DG APL (KW) VD VSI Avg. THD Minimum bus Weakest = Maximum
location INPUT (MVA) voltage (p.u.) bus THD (bus no)
Case 2.1: DG TYPE -I [unity power factor]
13 0.9539 0.9539 0 1
OARO 24 1.1635 1.1635 0 1 3.45 77.873 0.00598  0.9213  1.329% 0.9797 33 2.469% (17)
30 1.3294 1.3294 0 1
13 0.9623 0.9623 0 1
ARO 24 1.1356 1.1356 0 1 3.400 77.377 0.00626  0.9182 1.323% 0.9789 33 2.47% (17)
30 1.3026 1.3026 0 1
13 0.962292 0.962292 0 1
MRFO [21] 24 1.1364 1.1364 0 1 3.401192 77.3793  0.0063 0.9182 _ _ _
30 1.3025 1.3025 0 1
13 0.9647 0.9647 0 1
QODELFA [20] 24 1.1334 1.1334 0 1 3.3998 77.408 0.00621 0.9182 _ _ _ _
30 1.3017 1.3017 0 1
Case 2.2: DG TYPE-III with fixed power factor (0.866 lagging)
13 0.9112 0.7891 0.4556 0.866
OARO 24 1.1973 1.0369 0.5987 0.866 3.550 15.496 0.0035 0.9673 1.788% 0.994 8 3.23% (17)
30 1.4392 1.2463 0.7197  0.866
13 0.914 0.7915 0.457 0.866
ARO 24 1.211 1.04873 0.6055 0.866 3.5561 15.493 0.00356  0.967 1.78% 0.994 8 3.23% (17)
30 1.4311 1.23933  0.71555 0.866
13 0.91544  0.79271 0.45772 0.866
MRFO [21] 24 1.2007 1.0397 0.60035 0.866 3.54764 15.4956  0.00354  0.967 _ _ _
30 1.4315 1.2396 0.71575 0.866
13 0.9134 0.7911 0.4567 0.866
QODELFA [20] 24 1.1982 1.0411 0.5991 0.866 3.5472 15.498 0.0035 0.9671 _ - -
30 1.4356 1.2431 0.7178  0.866
Case 2.3: DG TYPE-III with optimum power factor
13 0.9101 0.8218 0.3910  0.903
OARO 24 1.2041 1.0765 0.5595 0.894 3.58 11.905 0.000338 0.96751 1.815% 0.994 8 3.227% (17)
30 1.485 1.0677 1.0325 0.719
13 0.917959 0.8308 0.3905 0.905
ARO 24 1.1877 1.0618 0.5322 0.894 3.58 11.897 0.000334 0.9672 1.815% 0.994 8 3.287% (17)
30 1.4755 1.0609 1.0255 0.719
13 0.9083 0.809912 0.41127 0.8916
MRFO [21] 24 1.2038 1.079 0.5339 0.8963 3.5896 11.918 0.000338 0.9674 _ _ _ _
30 1.4775 1.0724 1.0162 0.7258
13 0.92154 0.834 0.3916  0.905
SFSA [42] 24 1.1897 1.0648 0.5314 0.895 3.58644 11.911 0.000334 0.9675 _ _ _ _
30 1.4752 1.0592 1.0259 0.718
1.16 T T
. 19— : : :
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Fig. 6. Pareto-optimal front achieved by OARO algorithm for case study 3 for IEEE 118 bus (a) with DG TYPE I (UPF) and (b) with DG TYPE III (OPF).

that OARO is a very appealing optimization technique for resolving
complex and large distribution networks for optimal DG placement and

11

sizing issues. The harmonic analysis is ignored in most of the recent
studies. For the large network like 118 bus, it has been seen that the
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Table 5
Simultaneous minimization of APL and THD.

Optimal size

Techniques Optimal MVA MW MVAR  pf TOTAL DG APL (KW) VD VSI Avg. THD Minimum bus Weakest Maximum
location INPUT (MVA) voltage (p.u.) bus THD (bus no)
Case 3.1: DG TYPE -I [unity power factor]
13 0.6216 0.6216 0 1
OARO 24 1.055 1.055 0 1 2.62 75.639 0.0253 0.8476 0.9615%  0.9576 18 1.75% (17)
30 0.943 0.943 0 1
13 0.7289 0.7289 0 1
ARO 24 0.9375 09375 0 1 2.60 74.35 0.0215 0.8587 1.017% 0.9627 18 1.92% (17)
30 0.9293 0.9293 0 1
Case 3.2: DG TYPE-III with fixed power factor (0.866 lagging)
13 0.7614 0.6594  0.3807 0.866
OARO 24 1.091 0.9448 0.5455 0.866 3.17 16.705 0.002794 0.9391 1.59% 0.9844 18 2.84% (17)
30 1.321 1.144 0.6606 0.866
14 0.695 0.60187 0.3475 0.866
ARO 24 1.283 1.111 0.6415 0.866  3.306 17.086 0.003067 0.9405 1.597% 0.9848 18 2.9071% (17)
30 1.328 1.15 0.664  0.866
Case 3.2: DG TYPE-III with optimum power factor
13 0.806738 0.7688  0.244  0.953
OARO 24 1.241 1.0921  0.5894 0.88 3.38 13.309 0.00243  0.9422 1.62% 0.9852 18 2.8347% (17)
30 1.33 0.9480 0.9328 0.7128
13 0.8038 0.7628  0.2534 0.949
ARO 24 1.253 1.1089 0.5834 0.885 3.38 13.274 0.00251  0.9418 1.625% 0.9852 18 2.84% (17)
30 1.321 0.9287  0.9395 0.703
Table 6
Results for APL in the 118-bus RDS.
Optimal size
Techniques Optimal MVA MW MVAR pf TOTAL DG APL (KW) VD VSI Avg. THD Minimum bus Weakest Maximum
location INPUT (MVA) voltage (p.u.) bus THD (bus no)
Case 1.1: DG TYPE -I [unity power factor]
30 3.671 3.671 0 1
42 1.15 1.15 0 1
50 2.3326 23326 0 1
OARO 72 2.529 2.529 0 1 16.5566 514.883 0.05868 0.83743 1.16% 0.9566 54 3.4% (76)
80 2.091 2.091 0 1
96 1.658 1.658 0 1
109 3.125 3.125 0 1
20 1.79 1.79 0 1
41 1.83 1.83 0 1
50 27316 27316 0 1
ARO 72 2.533 2.533 0 1 15.7352 515.038 0.0577 0.8364 1.16% 0.9563 54 3.41% (76)
80 2.09 2.09 0 1
96 1.6716 1.6716 0 1
109 3.089 3.089 0 1
30 3.7083 3.7083 0 1
42 1.1543 1.1543 0 1
50 2.3338 2.3338 0 1
QOCSOS [11] 73 2.417 2.417 0 1 16.5282 516.2658 _ 0.9546 _
80 2.1072 21072 0 1
96 1.6877 1.6877 0 1
109 3.1199 31199 0 1
20 1.7908 1.7908 0 1
39 2.7341 27341 O 1
47 1.8329 1.8329 0 1
QODELFA [20] 73 2.4034 2.4034 0 1 15.606 518.653 0.0578 0.8245 _ - -
80 1.7505 1.7505 O 1
90 2.2945 22945 0 1
110 2.7998 27998 0 1
21 1.3757 1.3757 O 1
42 1.1997 11997 0 1
50 2.7418 27418 0 1
SFSA [42] 71 2.8915 2.8915 O 1 13.9115 525.277 0.0612 0.8271 _ _ _
81 1.7025 1.7025 0 1
97 1.3329 1.3329 0 1
110 2.6674 2.6774 O 1

THD level is increased above 5%, for example, 5.36%, and 5.41% at
bus 76 for 0.866 lagging and OPF, respectively for case study 1 and

5.516%, and 5.4242% at bus 76 for 0.866 lagging and OPF respectively
for case study 2, which is very significant for nonlinear type DG (NLDG)

12
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Table 7
Results for APL in the 118-bus RDS.

Electric Power Systems Research 231 (2024) 110334

Optimal size

Techniques Optimal MVA MW MVAR  pf TOTAL DG APL (KW) VD VSI Avg. THD Minimum bus Weakest Maximum
location INPUT (MVA) voltage (p.u.) bus THD (bus no)
Case 1.2: DG TYPE-III with fixed power factor (0.866 lagging)
20 2.1238 1.8392 1.0619 0.866
41 2.2185 1.9212 1.1093 0.866
50 3687 31920 1.8435 0866 19.0763 145.475 0.007817 0.9072 1.866% 0.976 62 5.36% (76)
OARO 76 2.773 2.4014 1.3865 0.866
80 2.64 2.2862 1.3200 0.866
96 1.987 1.7207 0.9935 0.866
110 3.647 3.1583 1.8235 0.866
20 2.1238 1.8392 1.0619 0.866
41 2.2185 1.9212 1.1093 0.866
50 3.687 3.1929 1.8435 0.866
ARO 76 2.773 24014 1.3865 0.866 19.0763 145.475 0.007817 0.9072 1.86% 0.976 62 5.36% (76)
80 2.64 2.2862 1.3200 0.866
96 1.987 1.7207 0.9935 0.866
110 3.647 3.1583 1.8235 0.866
21 2.2345 1.9351 1.1174 0.866
40 2.4030 2.081 1.2016 0.866
50 3.6144 3.1301 1.8074 0.866
SFSA [42] 71 3.3395 2.892 1.6699 0.866 19.2943 155.159 0.008607 0.9078 _ _ _
80 2.3720 2.0541 1.1861 0.866
96 1.6004 1.3859 0.8003 0.866
110 3.7305 3.2306 1.8654 0.866
20 2.1676 1.8771 1.0838 0.866
39 3.5692 3.0909 1.7846 0.866
46 2.5144 21775 1.2572 0.866
QODELFA [20] 74 2.7241 2.3591 1.3621 0.866 19.3658 148.931 0.0086 0.9071 _ _ _
85 1.9657 1.7023 0.9829 0.866
90 2.8309 2.4516 1.4156 0.866
110 3.5939 3.1123 1.7971 0.866
Table 8
Results for APL in the 118-bus RDS.
Optimal size
Techniques Optimal MVA MW MVAR pf TOTAL DG APL (KW) VD VSI Avg. THD Minimum bus Weakest Maximum
location INPUT (MVA) voltage (p.u.) bus THD (bus no)
Case 1.3: DG TYPE-III with optimum power factor
20 2.1230 1.7472 1.206  0.823
41 2.218 1.8920 1.1575 0.853
50 3.687 2.8058  2.3919 0.761
OARO 74 2.773 2.3571 1.4608 0.85 19.0750 125.751 0.007269 0.9074 1.90% 0.976 62 5.41% (76)
80 2.64 2.0568 1.6550 0.7791
96 1.9870 1.6572 1.0964 0.834
110 3.6470  2.7972 23401 0.767
20 2.1755 1.8337 1.1706 0.8429
41 22253  1.8790  1.1921 0.8444
50 3.6586 2.7440 2.4199 0.75
ARO 74 2.7356  2.3389 1.4187 0.855 19.0265 126.17 0.00749  0.9074 1.89% 0.976 62 5.41% (76)
80 2.616 1.9620 1.73 0.75
96 1.9863 1.7051 1.0189 0.8584
110 3.6292 27219 24 0.75
20 21954 1.7871 1.2752 0.814
41 2.2178 1.8164 1.2726 0.819
50 3.668 2.7070  2.4752 0.738
QOCSOs [11] 74 2.7369 2.2963 1.4892 0.839 19.0586 126.2304 _ _ _ _ _ _
80 2.6128 2.0850 1.5746 0.798
96 1.9876  1.6696 1.0784 0.84
110 3.6401 2.7992 2.3269 0.769
20 2.18961 1.7861 1.2666 0.816
41 2.2188 1.82 1.2692 0.82
50 3.66924 2.7122 2.4713 0.739
SFSA [42] 74 273298 2.2975 1.4801 0.841  19.04543224 126.227 0.007413  0.9075 _ _ _
80 2.61568 2.08555 1.5787 0.797
96 1.9849 1.6697 1.0734 0.841
110 3.63409 2.7995 23172 0.77

installation. The system includes additional optimal sizing and power
factor searching, taking into account the minimization of the average
THD of the whole system and the maximum THD of a specific bus.

Therefore, OARO implementation for better-optimizing results of large-
scale OPDG Problems and harmonic analysis is the core factor of this
work considering different types of DG.

13
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Table 9
Result for simultaneous APL and VD minimization, as well as VSI enhancement in 118-bus RDS.

Optimal size

Techniques Optimal MVA MW MVAR pf TOTAL DG APL (KW) VD VSI Avg. THD Minimum bus Weakest Maximum
location INPUT (MVA) voltage (p.u.) bus THD (bus no)

Case 2.1: DG TYPE -I [unity power factor]

20 2.114 2.114 0 1
41 2.143 2.143 0 1
50 3.8943 3.8943 0 1
OARO 73 2.861 2.861 0 1 18.90 554.2 0.02957 0.8967 1.396% 0.9731 54 3.96% (76)
80 2.478 2.478 0 1
91 2121 2121 0 1
110 3.291 3.291 0 1
20 2.132 2.132 0 1
41 2.169 2.169 0 1
50 3.865 3.865 0 1
ARO 73 2.852 2.852 0 1 18.91 553.516 0.0294 0.8953 1.66% 0.9727 54 3.933% (76)
80 2.483 2.483 0 1
96 1.996 1.996 0 1
110 3.4100 3.41 0 1
20 21256 21256 O 1
39 3.8797 3.8797 0 1
47 23173 23173 0 1
QODELFA [20] 73 2.8518 28518 O 1 18.9289 554.682 0.0297 0.8889 - - - -
80 2.0957 2.0957 0 1
91 24212 24212 0 1
110 3.2376  3.2376 0 1
19 2.0313 2.0313 0 1
41 19135 19135 0 1
49 4.0113 4.0113 O 1
SFSA [42] 73 27996 2.7996 0 1 19.7346 564.104 0.030852 0.8757 - - - -
79 3.0734 3.0734 0 1
96 2.0861 2.0861 O 1
108 3.8194 3.8194 O 1

Table 10
Result for simultaneous APL and VD minimization, as well as VSI enhancement in 118-bus RDS.

Optimal size

Techniques Optimal MVA MW MVAR pf TOTAL DG APL (KW) VD VSI Avg. THD Minimum bus Weakest Maximum
location INPUT (MVA) voltage (p.u.) bus THD (bus no)

Case 2.2: DG TYPE-III with fixed power factor (0.866 lagging)

20 2351  2.0360 1.17560 0.866
41 2.6916 2.3309 1.3459  0.866
50 42592 3.6885 2.1298  0.866

OARO 74 2.8213 2.4432 14108 0.866 21.42 162.365  0.005207  0.91194 2.0% 0.9772 62 5.516% (76)
80 2.8597 2.4765 1.43 0.866
91 2,518 21806 1.2591  0.866
110 3.9415 3.405 1.9577  0.866
20 2349  2.0342 1.0746  0.866
41 2.6895 2.3291 1.3449  0.866
50 42713 3.6989 2.1358  0.866

ARO 72 2792 24179 1.3961 0.866 21.39 167.13 0.00566311 0.91197 2.025%  0.977 62 5.34% (76)
80 2.8457 2.4644 1.4230  0.866
91 2,523 21849 1.2616 0.866
110 3917 3.3921 1.9586  0.866
19 21309 1.8454 1.0655  0.866
39 25473 2206 1.2737  0.866
50 42218 3.6561 2.1109  0.866

SFSA [42] 74 2.6141 2.2638 1.3070 0.866 20.7032 176.969  0.008519  0.9109 - - - -
80 2.8238 2.4454 1.4119  0.866
90 23505 2.0355 1.1752  0.866
108 4.0148 3.4768 2.0074  0.866

7. Future scopes Three DG are installed for the RDN 33 network, and seven DG are

installed for the RDN 118 network. It is achievable to raise the number
of DG throughout the system by choosing more than one objective.

This analysis looks for the best locations for DGs throughout the
The OPDG problem may be described as an integrated multi-objective

network of 33, and 118 bus RDNs, depending on the type. These DG
units might meet the technical requirements for the least amount of
power loss, voltage deviation, voltage stability index, and THD, but
they might not satisfy the requirements for the economic component Improved searching skills may enable the proposed algorithm to be

combination of different economic and technological issues to evaluate
the ideal number of DG units in the future.

(i.e., investment cost, and operating cost). advanced, enhancing its exploitation and exploration potential.

14
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Fig. 7. (a) Voltage profile for case study 2 and (b) THD (%) for case study 3 for IEEE 118 bus.

Table 11
Result for simultaneous APL and VD minimization, as well as VSI enhancement in the 118-bus RDS.

Optimal size

Techniques  Optimal MVA MW MVAR  pf TOTAL DG APL (KW) VD VSI Avg. THD Minimum bus Weakest Maximum
location INPUT (MVA) voltage (p.u.) bus THD (bus no)
Case 2.3: DG TYPE-III with optimum power factor
20 2.341 1.9032 1.3631 0.818
41 2.5952 2.0691 1.4450 0.818
50 3.8815 2.8375 2.6486 0.731
OARO 74 2.7556 2.3423 1.4516 0.85 20.15 128.3 0.005510 0.9099  1.98% 0.9767 62 5.4242% (76)
80 2.6715 2.1132 1.6345 0.791
96 2.156 1.7981 1.1896 0.834
110 3.818 2.9475 2.4268 0.772
20 2.341 1.9032 1.3631 0.818
41 2.5952 2.0691 1.4450 0.818
50 3.8815 2.8375 2.6486 0.731
OARO 74 2.7556 2.3423 1.4516 0.85 20.15 128.3 0.005510 0.9099 1.98% 0.9767 62 5.4242% (76)
80 2.6715 21132 1.6345 0.791
96 2.156 1.7981 1.1896 0.834
110 3.818 2.9475 2.4268 0.772
20 2.3243 1.8548 1.4025 0.798
41 2.4771 2.0279 1.4225 0.818
50 3.8575 2.8391 2.6147 0.736
SFSA [42] 74 2.8078 2.3698 1.5045 0.844 19.8706 128.105 0.005796 0.9095 - - - 5.47% (76)
80 2.6697 21251 1.6172 0.796
96 2.0071 1.6639 1.1245 0.829
110 3.7271 2.8736 2.3758 0.771

Table 12
Result for simultaneous APL and THD minimization in the 118-bus RDS.

Optimal size

Techniques  Optimal MVA MW MVAR pf TOTAL DG APL (KW) VD VSI Avg. THD  Minimum bus  Weakest Maximum
location INPUT (MVA) voltage (p.u.) bus THD (bus no)

Case 3.1: DG TYPE -I [unity power factor]

30 3.4709 3.4709 O 1
42 0.989 0.989 0 1
50 1.951 1.951 0 1
OARO 72 2.293 2.293 0 1 15.12 521.47 0.07319  0.8160 1.058% 0.9505 54 3.138% (76)
80 1.805 1.805 0 1
96 1.603 1.603 0 1
109 3.012 3.012 0 1
20 2.15 2.15 0 1
41 1.4760 1.4760 0 1
50 2.4853 24853 0 1
ARO 72 2.4376  2.319 0 1 13.87 547.76 0.0797 0.8198  1.045% 0.9516 54 3.27% (76)
80 19132 19132 O 1
90 1.498 1.498 0 1
110 1.91 1.91 0 1

(continued on next page)
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Table 12 (continued).

Electric Power Systems Research 231 (2024) 110334

Optimal size

Techniques Optimal MVA MW MVAR pf TOTAL DG APL (KW) VD VSI Avg. THD Minimum bus Weakest Maximum
location INPUT (MVA) voltage (p.u.) bus THD (bus no)
Case 3.2: DG TYPE-III with fixed power factor (0.866 lagging)
19 1.493 1.2929 0.7466 0.866
39 1.46 1.2644 0.7301 0.866
50 2,998  2.5963 1.499  0.866
OARO 74 2.4956 2.16 1.2479 0.866 14.86 213.8 0.0308  0.8727 1.50% 0.9665 54 4.7% (76)
81 1.9560 1.6939 0.9781 0.866
96 2.050 1.7753 1.0251 0.866
110 2.3170 2.0065 1.1586 0.866
19 1.4230 1.2323 0.7115 0.866
40 1.7290 1.4973 0.8645 0.866
50 2.7890 2.4153 1.3945 0.866
ARO 73 24820 2.1494 1.2410 0.866 15.0840 191.82 0.0272  0.8973 1.51% 0.9733 54 4.64% (76)
81 1.6980 1.4705 0.8490 0.866
96 2.1280 1.8428 1.0640 0.866
110 2.8350 2.4551 1.4175 0.866
Case 3.3: DG TYPE-III with optimum power factor
20 1.915 1.5760 1.0878 0.823
41 1.858 1.5143 1.0766 0.815
50 3.097 22949 2.0797 0.741
OARO 73 2.49 2.1140 1.3157 0.849 17.63 135.516 0.01382 0.90430 1.75% 0.9748 62 4.82% (76)
80 2.64 2.0618 1.6488 0.781
96 1.987 1.6591 1.0933 0.835
110 3.647  2.7608 2.3830 0.757
20 2.050 1.6585 1.2050 0.809
40 2.38 2.094 1.2185 0.859
50 2.887 21826 1.889  0.756
ARO 73 2,515  2.1423 1.3175 0.8518 17.56 140.982 0.01605 0.9044 1.72% 0.9752 62 4.79% (76)
80 2.495 1.8737 1.6475 0.751
96 1.815 1.4974 1.0257 0.825
110 3.417 2.5662 2.2563 0.751
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