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Abstract

The proposed effort aims to investigate efficient power generation while minimizing emissions, voltage deviations, and
maintaining transmission line voltage stability. The combined heat and power of economic dispatch (CHPED) system is
incorporated in the IEEE-57 bus in this presentation to ensure the best possible power flow in the transmission line while
meeting the load demand. It is crucial to incorporate renewable energy sources for efficient power generation because fossil
fuel sources are evolving daily. The main contribution of the proposed work is firstly, to find optimal solution for optimal
power flow (OPF)-based combined heat and power economic dispatch (CHPED) problem with wind, solar and electric
vehicles (EVs). The target is to find out maximum utilization of renewable energy sources for economic power generation,
less emission and reduced transmission losses with maintaining the permissible voltage deviation at load buses. Thus, a
new approach of electric vehicle to grid has been adopted with wind—solar-CHPED-based OPF system for improving grid
reliability and resilience. Secondly, there is a requirement to overcome the local optima problems having low convergence
speed. This is obtained by employing a relatively new methodology, known as chaotic-opposition-based driving training-based
optimization (DTBO) (CODTBO). Due to the presence of wind, solar, EVs uncertainties, valve point effect, and transmission
losses, the system grew more complex. For three different test systems for CHPED-based OPF with and without RESs, the
proposed CODTBO algorithm has been put to the test. Results from the tested DTBO, ODTBO approach and the proposed
CODTBO have been compared. After integrating wind—solar—EVs with CHPED-OPEF, the total fuel cost and emission are
reduced by 3.48% and 5.1%, respectively, as well as L-index is improved by 21.6%. Hence, it has been proved that proposed
CODTBO has the capability to easily cope up with nonlinear functions. After adding chaotic-oppositional-based learning
(CO) with DTBO (CODTBO), the fuel cost is further reduced by 1.65% and computational time is improved by 45% as
compared to DTBO. Henceforth, CODTBO has the better exploration capability and better searching ability as compared
to DTBO. The above numerical analysis demonstrated the superiority of the suggested CODTBO technique over DTBO,
ODTBO in terms of convergence rate and best-possible solution. Moreover, by doing statistical analysis on IEEE CEC 2017
benchmark functions, the robustness of the suggested CODTBO optimization technique has been assessed.

Keywords Combined heat and power economic dispatch (CHPED) - Optimal power flow (OPF) - IEEE-57 bus - Wind

energy - Solar energy - Electrical vehicle (EV) - Driving training based optimization (DTBO) - Chaotic-oppositional based
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1 Introduction
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At all thermal power plants, heat is discharged into the
environment during the production of electricity, either by
flue gas, cooling towers, or another method. Because of the
byproducts produced during heating, such as NOX, SOX,
SO;, and CO;, the power developing units’ energy effi-
ciency plummets to an extremely poor value (between 50%
and 60%), and the environment is subsequently polluted. In
the field of power system research, issues with combined
heat and power economic dispatch (CHPED) are crucial.
The amount of pollutants emitted into the atmosphere is
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reduced and manufacturing costs are decreased by using
the waste heat from the steam. In CHPED, the heat recov-
ery steam generator uses chillers to recover the heat lost
during the production of steam and cooling. The CHPED
is a co-generation system that concurrently generates heat
and electricity. Despite requiring additional capital, CHPED
boosts thermal generating station efficiency to above 75%.

The CHPED mainly focused on economic power gener-
ation not on the power flow of transmission line. In power
systems, optimal power flow (OPF) is a well-researched opti-
mization issue. Carpentier [2] originally presented this issue
in 1962. Finding a steady-state operating point (OPF) that sat-
isfies operating limitations and meets demand while reducing
the cost of electric power generation is the goal of OPF. So, it
is required to coupled CHPED with OPF to address the need
for affordable power generation with optimized power flow
in transmission lines. Researchers studying electrical power
systems have been concentrating on finding various opti-
mization strategies to solve the optimal power flow (OPF)
problem during the past few decades. OPF strives to find
a solution that is workable from various critical elements
including economics, the environment, dependability, secu-
rity, and power quality, among others, while keeping in mind
all of the various power system constraints.

Researchers were employed in the early stages of OPF
problems to attain the lowest fuel cost, using thermal gener-
ators as the only option. However, as time goes on, a number
of circumstances, including increasing power consumption,
environmental regulations, the depletion of fossil fuels, the
need for a carbon price, etc., force the integration of an
increasing number of renewable energy sources into the exist-
ing power networks. Trying to use unconventional energy
sources undoubtedly makes the network much more diffi-
cult. Numerous evolutionary techniques have been applied
in the literature to address the severely non-convex and non-
linear OPF problem. By adjusting the generators’ schedules,
terminal voltages, tap settings, and VAR compensation, it
is possible to minimize the cost of generation, active power
loss, fuel emission, and voltage deviation while still meeting
network capability, generator capacity, network security, and
power balance constraints.

1.1 Literature review

During the last two decades various researchers have pre-
sented lots of research on single- and multi-objective func-
tions using different optimization techniques with satisfying
all constraints. Different classical techniques had been tested
on CHPED and OPF including the Lagrangian relaxation
(LR) [1], the statistical process control method [2], linear
programming [3], nonlinear programming [4] and quadratic
programming [5]. Since classical approaches are based on
differential calculus and numerical methods, they are unable

to handle non-differentiable and nonlinear functions. In order
to resolve the local optimum problem of nonlinear-based dif-
ficulties, several authors applied various evolutionary-based
optimisation methodologies to arrive at the global optimal
solution. In order to find the best solution, Paul et al. [6] used
the whale optimisation approach (WOA) to take nonlineari-
ties such valve point loading (VL) and the banned operating
zone (POZ) of thermal units into consideration. Betar et al.
[7] recommended hybrid Harris Hawks for the economic
load dispatch (ELD) problem with notable performances. To
evaluate the effectiveness of the proposed algorithm on a
real-world base system,

Dutta et al. [8] utilized chemical reaction optimization
technique (CRO) to find the optimal location of UPFC for
economic power generation with maintained the constraints
of power system of OPF problem. Roy and Paul [9] illustrated
the krill heard algorithm (KHA) to evaluate the superiority of
the KHA approach on the OPF problem. The KHA approach
was tested on several IEEE bus systems, and comparisons
were performed with alternative optimization strategies.
Shahhen et al. [10] implemented heap-based optimization on
different buses of integrated feeder-based distribution gen-
erator for OPF with various objective functions. Fergany
and Hasanien [11] tested tree seed algorithm on different
buses with various multi-objective functions with optimal
flow through transmission lines. Xiao et al. [12] suggested
meta-model-based optimization technique to investigate the
superiority of the applied method on OPF. Mukherjee et al.
[13] proposed krill heard algorithm (KHA) to solve the OPF
problem with considering the constraint of transient stability
which helps to simultaneously balanced cost and dynamic
stability. Mandal et al. [14] recommended TLBO optimiza-
tion technique incorporated with quasi-oppositional-based
learning to obtain global optimal solution for OPF problem
of different single- and multi-objective functions.

In the present scenario fuel is improvising day by day,
S0 it is an important aspect use of renewable energy sources
for economic power generation. Lots of researchers used the
renewable energy sources with conventional power gener-
ating units to reduce the use of fuel for economic power
generation. Hazra and Roy [15] recommended moth flame
optimization (MFO) on HTS problem integrated with renew-
able energy for economic and emission less operation. Paul
etal. [16] tested WOA incorporated with chaotic-based learn-
ing (CWOA) on two test systems of CHPED problem with
consideration of wind energy source for economic power
generation. Paul et al. [17] suggested quasi-oppositional-
based learning WOA (QOWOA) on CHPED system with
considering the VL and POZ and to reduce the use of ther-
mal power unit renewable energy sources also incorporated
with the CHPED problem. Further, chaotic-based learning
is combined with QOWOA (CQOWOA) by Paul et al. [18]
to achieve the best results in order to deal with increased
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nonlinearity brought on by the increased number of non-
conventional energy sources with CHPED system.

Zhang et al. [19] proposed the gradient tracking optimiza-
tion technique to study the short-term OPF problem on IEEE
39 bus and 118 bus system with taking into account the wind
power generation to accomplish the realistic optimization
control. Evangeline and Rathika [20] presented the horse
herd algorithm (HHA) for the multi-objective OPF problem
to obtain the best results in terms of economic operation
and reducing green house effect. concentrated on regulating
voltage deviation and transmission losses as well for ideal
power flow in the transmission line. The system incorpo-
rates wind power generation, which reduced fuel usage and
emissions. For the IEEE-30 and 57 bus OPF challenge, Li
etal. [21] incorporated non-conventional energy sources with
the suggested solution. Weibull and lognormal PDF have
been used to reduce the uncertainty of wind speed and solar
intensity. For the 39-bus system, Chen et al. [22] suggested
semidefine programming (SDP) to handle the effect of renew-
able energy sources on the OPF problem while taking into
account transient stability limitations. Sulaiman et al. [23]
presented teaching-learning-based optimization (TLBO) on
the wind-solar-based OPF issue to get the best response
for single and multi-objective cost and emission functions.
Basu [24]suggested elephant clan optimization (ECO) for
renewable-based dynamic OPF problem on different IEEE
buses and 15 bus micro-grid for validation of the proposed
technique over cost minimization.

Naderi et al. [25] implemented shuffled frog leaping algo-
rithm (SFLA) on OPF problem to solve multi-objective
functions where FACTS devices have been used to get
optimal solution over cost, emission, transmission losses
and voltage deviation. In [26], Naderi et al. analyzed opti-
mal active power dispatch (OAPD) problem integrated with
FACTS devices to obtain optimal solution over cost mini-
mization using hybrid fuzzy-based technique. Furthermore,
Naderi et al. [27] proposed self-adaptive approach for solving
OPF problem on IEEE 30-, 57- 118-bus for optimal solution.
Alizadeh et al. in their recent endeavor proposed transac-
tive control approach in microgrid [28] for energy governing
policy using different renewable energy sources. Recently,
He et al. [29] utilized FACTS devices on renewable energy-
based integrated power system to improve the stability by
suppressing the low order frequency using PSO-GA-based
optimization technique. Kumar and Sharma [30] in their
recent work, introduced FOPID-PR controller to improve the
stability of the power system by controlling frequency and
power deviation during disturbances.

1.2 Research gaps of the existing algorithms

After thorough literature survey, the merits and demerits of
different optimization algorithms used in different power
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system area for solving single and multi-objective func-
tions to obtain effective solution of are summarized and
displayed in Table 1. It has been observed from Table 1
that most of the existing optimization techniques suffer
from local optima problem, sensitive to initial population,
poor convergence rate, less accuracy, inability to deal with
high dimensional problem. The limitation of the existing
techniques is overcome by integrating chaotic-opposition-
(CO) based learning approach with DTBO (CODTBO). The
CO learning enhances the searching ability of the proposed
approach which tunes the coefficient of the control variable
to reach the optimal solution.

1.3 Motivation and incitement

This article throws light on the following motivating factors
of research

(a) Improvising of the fossil fuels in the present scenario.

(b) Environmental concerns resulting in the implementation
of incentive measures to reduce the pollution from fossil
fuels.

(c) For energy utilities, balancing supply and demand effec-
tively and economically has become a challenge task due
to the increase in electricity demand.

(d) Importance of combined scheduling of thermal generat-
ing unit with renewable energy sources.

(e) Presence of nonlinearity namely, uncertainty of wind
speed, solar irradiation and PEV uncertainties etc. of the
renewable energy sources.

(f) The above literature review reveals that there are still
some gaps in the research work. Most of these optimiza-
tion techniques suffer from local optima problems, less
convergence speed and are taking more computational
time resulting in unsatisfactory outcomes.

1.4 Contribution
The main contributions of the paper are as follows:

(a) In the proposed work, optimal power flow (OPF)-based
combined heat and power economic dispatch (CHPED)
which is a new approach in the present scenario, is
successfully introduced to supply electric power with
maintaining the permissible load bus voltage.

(b) Secondly, to reduce the fuel consumption in the thermal
power plant, the renewable energy sources like wind,
solar and electric vehicle have been integrated with OPF-
based CHPED system which is not attempted earlier in
the existing research works. The scheduling model of
IEEE 57-bus system is displayed in Fig. 1.

(c) From the literature review it has been observed that
existing optimization techniques have several limita-
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tions. To overcome the existing research gaps, a newly
developed driving-training-based-optimization (DTBO)
technique and its improved version namely, chaotic-
oppositional-based DTBO (CODTBO) have been tested
on the proposed systems to obtain the best possible solu-
tion for the power system.

(d) Different single objective functions like cost minimiza-
tion, emission minimization, voltage stability minimiza-
tion and various multi-objective functions like cost with
emission and cost with voltage stability have been dis-
cussed .

(e) Statistical analysis has been performed to judge the
robustness of the proposed optimization technique.

1.5 Limitation of the proposed technique

In this research work, the suggested algorithm is not carried
out on a real-time environment.

1.6 Paper organization

Here is how the remainder of the paper is organized: Sect. 2
includes the details of wind, solar and electric vehicle (EV)
for power generation. In Sect. 3, the proposed system’s prob-
lem formulation is shown. The different steps of proposed
optimization technique with flowchart has been discussed in
Sect. 4. Implementation of the proposed technique in solv-
ing benchmark functions and OPF-based CHPED have been
illustrated in Sect. 4. Section 6 of the proposed system reports
its conclusion.

2 Details of wind power

Due to its reliance on wind speed, which results in lower
production costs and zero emissions. As wind power can-
not meet the entire demand for electricity, it is preferable to
connect it to other sources of power to create a stable supply.
The power dispatch to the grid is impacted by the wind power
uncertainty, which is explored further below.

2.1 Wind power uncertainty functions

The term “dispatchable energy sources of electricity” describes
those sources that can produce electricity when it is needed.
But what makes it challenging to integrate the wind units
with the grid is the uncertainty of wind sources caused by
wind speed. The Weibull PDF is frequently used to depict
wind speed, as demonstrated in (1).

k { Viwind k=1 _(Yuing \*
Frand(Vwind):E< V:fm) X e ( ¢ ) (D
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Solar Thermal

CHP

EV

Thermal

Fig. 1 The single line diagram of the IEEE-57 bus system with
Thermal-CHP-wind—solar-EV

where initial velocity of wind defined by Vying; random value
signifies with ran; k > 0 denotes the shape factor whereas
d > 0 signifies scale factor. A representation of the cumula-
tive density function (CDF) is shown in Fig. 2.

Srand(Vwing) =1 — ei(%) ()

Several researchers have assessed a linear model to estimate
wind power (see (3)) by utilizing wind velocity.

0 Viwind < Vin or Viind > Vout
Purated (Vasind— Vi

Pying = W Vin =< Viwind < Vrated (3)
Pyrated Viated < Viwind < Vout

where Pying and Pyrateq are signify the wind output power
and rated power; rated wind velocity denotes with Vi,eq; cut-
in and cut-out velocity of wind represent with Vi, and Voy;
representation of PDF of Pying illustrated in (4).

. Pyind k=1
ku ( Vm +u Pyrated )

FPwind (Pwind) =

d P, wrated d

k
P .
(4 )
B T e
xXe “4)
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where u = Viged — Vin
The two discrete probabilities when Pying equals 0 or Pyrated,
the continuous probability is represented as follows:

Srated (Pwind = 0) = Stated (V' < Vin) + Srated (V > Vout()s)
‘/il'l k VOU k
=1 —e_(T) —|—e_(Tl)

Srated (Pwind = Pwrated) = Srated (Vrated <V < Vout) (6)
v k ARV
L) ()

CDF of Pying is obtained by integrating Egs. (5) and (6),
which is illustrated in (7).

with wind energy. Overestimation and underestimation serve
as definitions for this function (8).

Nwind
TotalCostying = Z Costywindm (Pwindm)
m=1
Nyind 8
_ 0 U )
- Z] (COStwindm + C()Stwindm)
m=

where TotalCostying represents the total wind cost and
Nwind denotes the total number of wind units.

Pwind <0

Pwind

waind (Pwind) = ku
d Pyrated

1 Pyind = Pwrated

PN B s e
Vin+u 20 @)
(Twmted xe 0 < Puind < Pwrated

2.2 Determination of wind cost.

The unpredictability of the wind will affect when to schedule
wind power generating units into the system during times of
peak load. Uncertainty in electricity generation is brought on
by the unpredictable nature of the wind speed along the coast.
Weibull’s probability density function shown in Fig. 2 will be
used to examine the anticipated uncertainty costs associated

2.2.1 Wind overestimation cost calculation

When the actual power is lower than the intended generated
power, the cost of overestimation is described. This indicates
that the wind-generated power will not be sufficient to meet
the load requirement. The excess power needed to meet the
load demand will be supplied by the spinning reserve. The
cost of overestimation can be calculated from (9).
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COStwmdm - Pﬁgmdm x P wmdm
1-— ei(%y + ei<vgm) +

P, Vi
<‘}Nrdtedm in + PWindm)

rated — Vin )
v, —V; J
Vi 4P rated — Vin
) _ inTPwindm Pyrated
_ ( Vin ) ! s
e \ ¢ —e ©
Y Vi i
P, raled in
_ Puwrateds ;— Vin+ Pwindm _m T WA Parated
thed v|n N
]

—;{1+} VT)

2.2.2 Wind underestimation cost calculation

Underestimation costs are incurred when actual wind energy
is greater than anticipated. Batteries will be used to store any
additional electrical energy generated by wind turbines since
otherwise it will be lost of generated power. The formulation
to calculate the underestimation cost is represented as below
(10):

COStwmdm = Pfgindm X -(P wrated — Puwindm)
_( Veated _(You )’
e ( s ) —e ( s ) —+

Pyrated Vin P..:
(Vraled_vin + windm
B VUrg —V; j
( Vin+Pwindm %ﬁsﬁ )
Vrated \/ B s
—(Fed) (10)

Vi P. Vrated —
int Pwindm Pwrdted

N

_Purateds 1
PV | ST

Vrated —

i) )]

In the above equations overestimation and underestimation
cost of mth wind unit signified with CostWlndm and Costwmdm,
rated output power and rated velocity denoted by Pyrated and
Viated; Vin and Vo are cut-in and cut-out velocity of wind;
pfy isunderestimation and Pf0. . isoverestimation cost

windm
co-efficient, respectively.

windm

2.3 Details of solar power

The lognormal-based solar irradiance-based probability dis-
tribution function is displayed in Fig. 3. The following
Eq. (11) shows the generation of solar power due to solar
irradiance iq.
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1 Onigown?
Ssolar (ird) = ————e d)? for

ig >0 a1
NG d

Below is an expression of the power output of a solar unit
as a function of i.q.

2
i .
Psolar = Py (ird ':;RC> for 0 <iy < Rc

_ ird : (12)
= Py (- for iq > Rc

Ird,sd

where Sg and S are the rated and output power of solar unit;
solar standard irradiance and specific irradiance point are
signifies with irg sq (=1000 w/m?) and Rc (= 150 w/m?).

2.3.1 Solar cost calculation

The cost of electricity production for a solar unit is computed
using the sum of three different cost functions, which are as
follows [31]:

Costsolarl (Psolar) = Costd + Cost? ,+ Cost! (13)

solar solar solarl
In the above equation direct cost, overestimation cost and
underestimation cost are denoted with Costd Cost©
and COStsolarl of the /th solar unit.

2.3.1.1. Solar direct cost: Direct costs are the costs
incurred during the production of solar energy. If the sys-
tem operator owns the solar farm, this sentence is absent.

The equation below provides the solar energy’s direct cost.

solarl? solarl

COStgo]arl = dl where [ =1,2,3..,ns (14)

soldrshl s

Here, d} represents direct cost coefficients and Pgojarshi
and schedule power of the /th solar.

2.3.1.2. Solar overestimation cost: If the amount of solar
power available is less than what is scheduled, the overesti-
mation cost is calculated using the formula below.

P, solaravl)

Psolar) ( 15)

(0]
C()Stsolarl PFgolaﬂ (P solarshl —
0 Pysolarshl
= PFsolarl (Psolarshl -
0

XfPsolar(Psolar) d Psolar

where PDF of the power output of solar unit signifies with
fps(Psola.r); Psolarshl, Psolaravl and PFsoldrl are the scheduled
power, average power and overestimation penalty cost coef-
ficient of the /th solar unit.

2.3.1.3. Solar underestimation cost: The underestimating
cost of the /th solar unit is determined as follows if the solar
power that is available is greater than the power that is sched-
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Costy 1o = PEg 10 (Psolaravi — Psolarshl)

Psolarri
= PFg)larl f (Ps — Psolarsh) (16)
Psolarshi

X fps (Psolar) dPSolar

where Py and PFS are the rated power and underestimation
panalty cost coefficient of the /th solar unit.

2.4 Details of EVs

Electric vehicles (EVs) consume electricity from the grid dur-
ing the valley load period and provide electricity for the grid
at peak load. The amount of time that EVs spend charging,
discharging, and driving can be used to represent the entirety
of a 24-h period. The following two equations illustrate how
EVs express their charging and discharging power.

N

P = — 3" Minimum (0, Egv.) (17)
v=1
. N’
PR — N Maximum (0, Egv.) (18)
v=1

The fleet size is reflected by the number of vehicles N; rep-
resentation of the electrical vehicle fleet index is /; ¢ is the
time index; Egy ; represents the EVs’ power to charge and
discharge to the grid.

The state of charge in relation to the battery’s capacity, or
SOC, is what allows an electric motor to accelerate a vehicle.
In addition to preventing battery losses, SOC safeguards the
battery from excessive charging and draining. The SOC of

EV is depicted as follows.

t
SOCkv,: = SOCinit — & 2
g=1

13
[Minimum (0, EEV,q) X ncharging] - = Z (19)

. d;
[Mammum (0, EEv,q) X Ndischarging + EErvv,q]

The SOC of EV at time ¢ is represented by socgy ;; ini-
tial value of state of charging is denoted by socinitial; CEV
signifies the capacity of EV battery. In EV, battery ncharging
and 7discharging Signify charging and discharging efficiency;

driving power of vehicle at gy, time is denoted by E gr\l,v’;ng

2.4.1 Stochastic model of EVs

This study suggests using a stochastic model of EVs to
calculate their potential energy storage capacity. With the
following PDF, V2G power exhibits a normal distribution:

;e_(“‘lzv—'n)z/za2

> (20)

fPEv (PEV) =

o

where fp., (Pgy) corresponds the PDF of the power output
of EV unit; m is mean and o is standard deviation of the
normal distribution function.

2.4.2 Electric vehicle (EV) cost calculation:

For the /th EV unit, there are three costs associated with using

electric vehicles. and it is formulated as follows:
_ d 0} U

Costgyi (Pevi) = Costgy; + Costgy + Costgy, (1)

where Cost%w, Cost]%’Vl and CostgVl are the direct cost, the
overestimation cost and the underestimation cost of the /th
EV unit, respectively.

@ Springer
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2.4.2.1. EV direct cost: The direct cost of /th EV unit may
be computed as follows:

Costdy; = dF¥ Peyan, where [ =1,2,3..,n, (22)

where dlEV implies direct cost coefficients for the /th EV unit;
ngy is the number of EV units; Pgygp is the scheduled power
of the /th EV unit.

When the available EV power is greater than the intended
power, the miscalculation cost becomes apparent. The under-
estimate penalty cost is calculated using V2G power as
follows:

+o00
Costgy, = / PFRy; (Pevi — Pevshl)
Pgvsni
X frey (PEVI) d PEVI 23)

U
= % (m — Pgyshi) X

2
m—Pevspl PFLy 0 — w
|:1 +Gf ( Ty ) + e 8

In the above equation G f (x) signifies the function of Gauss
error; Pgy] and PFEV1 are the output power and underesti-
mated panalty factor of the /th EV unit.

2.4.2.3. EV overestimation cost When the available EV
power is greater than the projected power, the overestimation
cost becomes apparent. The overestimation costs of the /th
EV unit are defined as follows.

Peyshi

Costdy, = PERy; (Pevi — Pevshl) - frey (Pevi) d Pevi

0
_ PFY0 L —(m=Peya)?
= W e 20 e 20 —+

% (m — Pgvsh1) X [Gf (J%,) —Gf (m}%)]

(24)

where PFgVl is the overestimated panalty factor of the /th EV
unit.

3 Problem formulation

The problem formulation of CHPED-based OPF in IEEE-57
bus system is an important optimization approach to supervi-
sion the power system operation. The problem formulation
of the CHPED scheduling is to less utilization of thermal
units for optimal power generation while satisfying the all
constraints of generation and load balanced equation. The
renewable energy sources also incorporated in the load bal-
anced problem formulation of CHPED-based OPF system
for economic power generation with less emission. The ana-
lytical form of cost equation, power balanced equation with
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and without renewable energy sources, equality and inequal-
ity constraints are illustrated as follows.

3.1 Objective function
3.1.1 Case 1: CHPED-based OPF system

The main purpose of proposed CHPED-based OPF system
is represented by (25):

Npou
Minimum Cost = )" Costpoui (Ppoui)
i=1
Nchp Nhou (25)

+ Z COStchpi (Pchpi, Hchpi) + Z Costhoui (Hhoui)

i=1 i=1

where fuel cost of the power generator is manifested by
Costpoui (Ppoui); generation cost of co-generation and heat
unit manifested with Costg; (Pchpi, Hchpi) and Costhoui
(Hnoui); Ppoui and Hyoyi signified the power and heat of ith
unit; number of power, co-generation and heat only units
manifested by Npou, Nehp> Nhou-

The thermal cost function is described in the following
equation and is expressed as a quadratic cost function.

2
COStpoui (Ppoui) = apoui(Ppoui) + ,Bpoui Ppoui + Vpoui (26)

where apoui> Bpoui and Ypoui €xpress the cost coefficients of
the ith thermal unit.

By taking into account the valve point loading in in (27),
the cost function equation examined in studied in (26) has
been updated.

2
Cpoui (Ppoui) = apoui(Ppoui) + ﬂpoui Ppoui + Ypoui @7
+ (SpouiSi” [Spoui X (P;gﬁi - Ppoui) ”

Due to sinusoidal terms from the quadratic equation and
sinusoidal terms from the valve point loading, Eq. (27)
becomes more nonlinear and non-differentiable. The valve
point effects coefficients of the ith unit defined by dpoui and
&pouis the equation shown in (28) and (29) define the cost
function of heat-only units and co-generation units.

2
COStChpi (Pchpi» Hchpi) = achpi(Pchpi) + lgchpi Pchpi (28)
+Yehpi + Schpi(Hchpi) + €chpi Hehpi + Kchpi Hchpi Penpi

Costhoui (Hhoui) = O‘houi(Hhoui)2 + Bhoui Hhoui + Yhoui (29)
In above expression, Costehpi (Penpi, Henpi) and Costhoui

(Hnoui) define the cost equation of the ith co-generation unit
and heat only unit, respectively.



Electrical Engineering

3.1.2 Case 2: CHPED based OPF with wind-Solar

The cost function of wind-based CHPED problem is pre-
sented by (30).

N, pou

Minimum Cost = Y~ Costpoui ( Ppoui)
i=1
Nchp
+ > Costenpi (P(thi9 Hchpi)
i=1
]lvhou (30)
+ Z Costhoui (Hhoui)
i=1
Ilvwind Nsolar
+ Y Costwindi (Pwindi) + Y. Costsolari (Psolari)
i=1 i=1

In the above equation, Costyindi ( Pwindi) denotes the wind
generation cost; number of wind units represented by Nyind
respectively.

3.1.3 Case 3: CHPED-based OPF with wind-Solar-EV

The cost function of wind-based CHPED problem is pre-
sented by (31).

Npou
Minimum Cost = )" Costpoui (Ppoui)
i=1
Nchp
+ Z COStchpi (Pchpi’ Hchpi)
i=1 31
Nhou Nywind ( )
+ Y Costhoui (Hnoui) + Y Costwindi (Pwindi)
i=1 i=1
Nsolar Ngv

+ Z Costsolari (Psolari) + Z Costgvi (Pevi)

i=1 i=1

In the above equation, Costyindi (Pwindi) denotes the wind
generation cost; number of wind units represented by Nyind
respectively.

3.1.4 Emission minimization

The second single objective function’s goal is to reduce
emissions while ignoring cost minimization. Equation (32)
is a mathematical depiction of thermal plant emission
(emissionpoy ).

T Npou
Minimum emissionpoy = E E

t=1 i=1

2
[bi0 + bit P + bia(Plou)” + bis explbia Plo) | (32)

In (32), b;o, bi1, bi2, biz and b;4 denote emission coefficients
.
whereas Ppoui is the thermal power output.

3.1.5 Active power loss

Inherent resistance causes active power loss in transmission
lines. Active power loss that has to be minimized is repre-
sented in (33):

NL
PL=Y" Gutpp (V3 + V=2V, Vy 05 0y (33)

n=1

G (pg): transfer conductance of nth line connected between
buses p and g. Np: total number of transmission line. ¢, :
voltage angle between buses p and ¢.

3.1.6 Voltage deviation

To keep good voltage profile at load buses, voltage deviation
at load buses has to be minimized and it is given by (34) :

Np

VD=Z|V,—1| (34)
=1

3.1.7 L-index

Under normal operating circumstances, it is crucial to main-
tain a consistent, appropriate bus voltage at each bus. The
voltage stability indicator L-index is minimized in this work
in order to improve voltage stability. The indicator values
range from O to 1, with variations. Below, a quick discussion
of a power system’s L-index is provided. The relationship
between the load and generator buses’ voltage and current
for a multi-node system can be described as follows (35) :

|:Il/:| _ ylll/ yl/g/ |:‘/l/i| (35)
Ig/ yg/l/ yg/g/ Vg/

By matrix inversion, the above equation may be rear-
ranged as follows (36):

[Vl’} _| A Fry [ Iy } (36)
Ig/ Kg/l/ Yg/g/ Vg/
The sub-matrix Fl/g/ may be expressed as under (37):

Frg ==l [wy] (37)

The voltage stability index of the K th bus may be expressed
by (38).

Ng v
Li=1-Y F,~Lk=1,2,.....,N 38
k=1 ; | | (38)
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3.1.8 Multi-objective function

Formerly single-objective functions are individually mini-
mized. However in order to assess the effectiveness of the
suggested method in a multi-objective context, two multi-
objective functions are considered in this simulation study.
Initially, employing penalty factor of €1, two single objective
functions namely, cost and emission are transformed into a
single fitness functions and it is illustrated as under (39):

F1 = Minimum (Cost 4+ €; x Emission) (39)

Here, in this simulation study, € is taken as 1200.

Furthermore, another multi-objective function is cre-
ated to optimize the generation cost and L-index (i.e. Lk
simultaneously with the proper penalty factor €;. The afore-
said multi-objective fitness function may be described as
below 40:

F> = Minimum (Cost + € x Ly) 40)
where € is taken as 100,000 in the present simulation study.

3.2 Constraints
3.2.1 Equality constraints

The constraints of CHPED-based OPF and CHPED-based
OPF with wind are illustrated as given below.

3.2.1.1. Constraints of power balance for CHPED-based
OPF Constraints of power balance for CHPED-based OPF
system are given by:

Npou Nchp
ZPpoui+ZPchpi:PD+PL (4D
i=1 i=1
Npou Npou Npou Nchp
P = Z Z PpouiBiijouj + Z Z PpouiBichhpj
i=1 j=1 i=1 j=1
Nchp chp
+ Z Z Pchple/ Pcth 42)
i=1 j=1
Nchp
> Hit Z Henpi = Hp (43)

i=1

Equation (41) representation of power balance; transmission
losses shown in Eq. (42); Eq. (43) represents heat balance.
Thermal demand defined by Hp and B, B;j, B are power
loss coefficients.

3.2.1.2. Power balance constraints for CHPED-based
OPF with wind
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CHPED-based OPF with wind power balance equation is
defined by (44):

N, pou N, chp Nyind

Z Pp0u1 + Z Pchp1 + Z Pyindi =

i=1 i=1

Pp+ P (44)

The power balance Eq. (41) is extended to a new solution as
represented in (44), where wind power is incorporated with
CHPED.

Power flow equation is shown in Eq. (45):

A N5 Ns
> (P — Pro) = 3 3 Vel IVal [¥eal €08 (@ea — Bea)

c=1 c=1d=1 (45)
Ny Ny N
Zl (QGe — QLe) = — Zldzl [Vel IVal 1Yeal sin (@ca — Bea)

where Py and Q. is the active & reactive power demand of
the cth bus; Pg. and Qg are the active and reactive power of
generation and demand, respectively, of the cth bus; Y, is the
admittance of transmission line connected between the cth
and the dth bus; ¢4 is the admittance angle of transmission
line connected between the cth and the dth bus; N is the
number of buses.

3.2.2 Constraint of inequality

3.2.2.1. Constraints of capacity For steady operation, the
limiting range of heat and power for power alone units, co-
generation units, and heat only units is presented in (46)—(52).
The voltage of power and co-generation units are displayed
in (53)—(54). The constraints of load bus, transmission line
and transformer tap changers are illustrated in (55)-(57). :

P;‘;luri < Pyoui < P;;:’l‘ where, i =1,2,3, ..., Npou (46)
Chp‘} (Henpi) < Penpi < Peppt (Henpi)  where, i = 1,2,3, ..., Nenp
47)
o < Puwingi < Py, where, i =1,2,3, ... Nyind (48)
Psn(l,‘lgn =< Psolari < Psrg?;ri where,i =1, 2,3, ..., Nsolar (49)
PRI < Ppyi < PR¥ where,i = 1,2,3, ..., Ngy (50)
HE (Penpi) < Henpi < HJ™ (Penpi)  where, i =1,2,3, ..., Neap
(51)
H™ < Hyoui < H™ where,i = 1,2, 3, ..., Npou (52)
VI < Vooui < VIR where, i = 1,2, 3, .... Npou (53)
C"Q;‘} < Vehpi < C'ng where, i =1,2,3, ..., Nepp (54)
i1) Load bus constraints:
Load b traint
VBN < Vi < VB e Npp (55)
(iii) Transmission line constraints:
SLb < SL max p e NLT (56)
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(iv) Transformer tap constraints:
TN < T, < T b € Ny (57)

There are shown the minimum and maximum power lim-
its for ith power alone units and ith co-generation units are
P, P, PN (Hopgi) and PRSY (Hengi); PRy is the
minimum power production of ith wind P%%. is shown max-
imum power production of ith wind, chﬁg; and Hﬁgﬁ} are the
minimum heat limit of the ith co-generation and heat unit;
Hg{q‘g’i‘ and H,3* are depicted the maximum heat limit of the
ith co-generation heat unit.

where Vér,‘j“, Vb indicate respectively lower and upper
voltage limits, for the bth generator bus; P3", PG* are the
lower and upper bounds of active power generation, respec-
tively, of the bth bus; le]i;‘, Q@GeX are respective minimum
and maximum reactive power generation margins of the bth
bus; Vi‘l‘)in, b% are the smallest and highest voltage edges,
respectively, of the bth load bus, Spp™in, TEx are the least
apparent power flow and extreme apparent power flow limit,
respectively, of the bth branch; Tbmi“, Ty are the bottom
and extreme tap setting limits, respectively, of the bth regu-

lating transformer; respectively.

4 Algorithm for optimization
4.1 DTBO

DTBO s introduced by Dehghani et al. [32]. The way driving
instructor trains learners in a driving school, the scheme of
DTBO mimics it. There are three phases in the mathematical
structure of DTBO: (1) training by the driving instructor, (2)
patterning of students from instructor skills, and (3) practice.
In the process of driving training, intelligence of beginner
is involved for being trained and acquiring the skill of driv-
ing. In the driving school, a learner driver can take lesson
from numerous instructors. A learner develops its driving
skill by following instructor’s guidance and by its own prac-
tice. These interactions between learner and instructor and
self-practice for developing driving skill are the fundamen-
tal base of Mathematical modeling of DTBO. DTBO is a
metaheuristic method based on population. The DTBO pop-
ulation matrix (58) where each row member represents one of
the solutions of the given problem is represented as follows:

Al 11 - - Zg - Zm
Z= Zy = pl - - ZIpg - Zpm (58)
LU 28 dnwm LU v - - 2Ng - 2Nm i

Z is the DTBO population,Z,. is the pth member of the
population i.e. pth candidate solution of the problem, z,,
is the gth variable of the pth solution of the problem, N is
population size, m denotes no of problem variables. At the
beginning of DTBO implementation, the starting position
of DTBO members (i.e. candidate solutions) is initialized
randomly as given below (59):

min

Ipg = Zpgq
+7 % (z%x—zrl?;“> forp=1toNc¢cqg=1tom
(59
where zg‘;‘x, z;‘;“ are the upper and lower limit, respectively,

of the gth variable of the considered problem; r is a unbiased
random value within O and 1. For every individual candidate
solution, the value of the objective function is computed and
it is represented as follows (60):

F F(Zy) |
F= F, = F(Zp) (60)
LU vy, LU F@En],,

The computed values of the objective function become the
key criteria to judge the quality of the considered solutions.
The candidate solution that produces best objective function
value is taken as best member. With the iteration progress,
best member is updated. The process of updating of candidate
solution in DTBO follows three steps as follows:
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Step 1 Training by the driving instructor (Exploration)
From the population of DTBO, few best mem-
bers are taken as driving instructors while the other
members are considered as learner drivers. Selec-
tion of instructors and acquiring the instructor’s skill
provides the ability of global search to achieve opti-
mal area for DTBO. In each iteration, comparing
the values of objective function, L number (62) of
DTBO members is chosen as instructors which are
expressed as driving matrix DI (61)as follows:

DI . DI, . DIy |
DI 11 1q Im
DI = DI]) = D[pl . Dlpq . D]pm (61)
DI o
LAy m | DI . . Diy . DIy | Lxm

DI, is pth driving instructor. DI, is gth variable
of pth instructor.

1
L:{O.IXNX(

s denotes current iteration and S is maximum iter-
ation. In this step, the modified position of DTBO
population member is obtained as given below (63):

|

Using Eq. (64), previous position is replaced by new
position while it improves the objective function
value.

|

Z;“ is newly computed pth candidate solution at step
1 of DTBO, 23 is its gth problem variable, F3! is
its objective function value, I is a random number
in the set 1,2, r is random value within 0 and 1. In
DlIipg, k istandomly selected from the set 1, 2, ....L
i.e. kth driving instructor and Fp;k, is its objective
function value, p indicates pth member of the pop-
ulation which is being trained by kth instructor.

Patterning of the instructor skills of the student driver
(Exploration) In the second step, instructor’s skills
and activities are imitated by learner driver for the
improvement of solution in DTBO. Through this pro-
cess DTBO members travel to different region of
the search space. It enhances the power of DTBO’s

— S

(62)

Zpg +7-(Dlipg — 1.2pq) s Fprk, <
Zpg + 7. (zpq — DIkpq) , otherwise

stl

F
Pa " (63)

stl stl
Zp , Fp < F,
Z,, otherwise

(64)

Step 2
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exploration. Through a linear combination among
the DTBO members and instructors a modified posi-
tion is created which is mathematically represented
by Eq. (65). Using Eq. (66), the new position replaces
the preceding position if the value of the objective
function is improved than former.

e =&.2p0+ (1= &) Dy (65)
Zst2 , FSt2 F
zp={y Cror =0 (66)
Z,, otherwise
Z;tz is the modified pth candidate solution on sec-
ond stage of DTBO, z‘% is its gth variable, F ;‘2 is
corresponding value of objective function. § is called
patterning index described by Eq. (67):
£=0.01+09 (1 - %) (67)

Step 3 Personal practice (Exploitation) In this step, the driv-
ing skills of the learner drivers are upgraded on the
basis of personal practice. It is similar to exploit
the power of local search of DTBO. Every learner
tries to discover a better position in the vicinity of
current position. New positions are created close to
the current position by Eq. (68). If the new position
improves objective function value than earlier then
it replaces the earlier by Eq. (69).

R
o =g+ =20 R (1~ §> Zpg (68)
ZSt37 FSt3 F
Z, = potp = (69)
Z,, otherwise

styt3 is the updated pth candidate solution at third
step of DTBO, 237,
ing objective function value is F ;‘3, r is a random
value between 0 and 1, R is 0.05, s is current itera-
tion and S is the maximum iteration.

Through step 1 to step 3 population members of
DTBO is updated which completes one DTBO itera-
tion. After that next iteration starts with new updated
population and this process continues [through Egs. (61)
to (69)] till final iteration is completed. At the end of
final iteration best candidate solution is recorded as
the solution of the problem.

is its gth variable, correspond-

4.2 Chaotic-based learning (CBL)

The majority of evolutionary algorithms take their cue from
the population’s constant search for the ideal solution and
its random 1initialization. However, DTBO is still unable
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to outperform other methods in locating the global opti-
mal solution, which also influences the rate of convergence.
The CDTBO is created by fusing chaos behavior with the
DTBO in order to lessen this effect. The unpredictable and
non-repeating properties of chaos allow for faster overall
searches, which can be crucial for accelerating a metaheuris-
tic algorithm’s convergence.

To control the parameters of DTBO, different chaotic
maps are integrated with DTBO in CDTBO technique. The
chaotic set combination of ten chaotic maps with different
behavior. For optimal solution the initial value taken as 0.7
within the range of 0 to 1. The various chaotic maps has been
discussed in Table 2. The local optimal problem has been
eliminated and provides global optimal solution using these
chaotic maps.

4.3 Opposite number

The opposite number (70) is used in the candidate solution’s
mirror position. For a one-dimensional search space, the cor-
responding opposite number X, of a randomly generated
candidate solution X with interval [a, b] is denoted as fol-
lows:

X,=a+b—X (70)

where the search space’s minimum and maximum limits
are a and b, respectively. The preceding statement is stated
similarly for n-dimensional search space by the following
Eq. (71):

Xor = ar + by — X (71)
where k = 1,2, ....,nand Xy = X1, X2, ...., X,
4.4 Jumping rate

A new solution that outperforms the existing one in terms
of fitness value is provided by jumping rate (72). The quasi-
opposite solution is established following the development of
new solutions using the jumping rate equation. The algorithm
is assisted in finding the globally best solution by the choice
of the jumping rate, which is between [0, 0.6].

jR = (ij,Max

. . . f Max — f
—JR,Min) — (JR,Max — JR,Min) <— (72)

f Max

where jr is jumping rate; jr Max denotes maximum jump-
ing rate; minimum jumping rate is denoted by jr min; f 1S
function for current iteration and fjpax 1S maximum number
of iteration.

4.5 Use CODTBO in obtaining CHPED-based OPF
solution

As it is mentioned that DTBO is integrated with CBL and
OBL (known as CODTBO) in this work to enhance the effi-
ciency of the technique, the flow chart of CODTBO is given
in Fig. 4 and the steps of CODTBO algorithm applied on
OPF are explained below :

Step 1 Randomly generate initial population Z which rep-
resents independent variables of the OPF problem
such as all generator’s active powers (excluding
slack bus), voltages, and regulating transformers’
tap settings. Z should not violate equality and
inequality constraints.

Step 2 The chaotic map is used to initialize the random
value. The chaotic number is updated using the
chaotic map equation.

Step 3 Accomplish load flow by Newton—Raphson (NR)
process [33] and evaluate entire dependent vari-
ables like slack bus active power, load voltages,
etc from the Z and chaotic map.

Step 4 Compute the value of objective function for Z and
chaotic map.

Step 5 Arrange the Z and chaotic map from best to worst
according to value of the objective function.

Step 6 Choose N number of fittest members from Z and
chaotic map to form new Z.

Step 7 Start DTBO

Step 8 Training by the driving instructor (Exploration)

Step 9 Comparing the value of objective function, obtain
the driving instructor matrix DI.

Step 10 Chose a driving instructor in a random fashion
from DI matrix.

Step 11 Using Eq. (63), find the new position for pth
DTBO member.

Step 12 Verify if the constraints are within the limits or not
by NR process

Step 13 Considering Eq. (64), the position of pth DTBO
member is updated. The learner driver imitates the
instructor’s driving techniques (Exploration)

Step 14 Use Eq. (67) to compute the patterning index.

Step 15 Evaluate a new position for pth DTBO member by
Eq. (65).

Step 16 Check if the constraints are within the limits or not
by NR process

Step 17 Use Eq. (66), to update the position of pth DTBO
member.

Step 18 Personal practice (Exploitation)

Step 19 Compute the new position of pth DTBO member
by (68).

Step 20 Confirm if the constraints are within the limits or
not by NR process
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Table 2 List of various chaotic

maps SI. no. Name Chaotic map
N1 Circle Tk41 = rk+b — (a/2m) sin 2mk) mod (2)
N2 Cubic rip1 =arj (1 - r_,~2)
N3 Chebyshev map Tj41 = COS (kcos*] (rk))
N4 Logistic map i1 = arg (1 —ry)
N5 Gussian map Tkl = Fk+1 {O, re=0, i mod (1) = i — [i]
N6 Liebovitch map rk+1 = arg (1 —rg)
N7 Iterative map re+1 = Sin (%) a € (U,1)
N8 Sine Xit1 =a/4 (sin[]x)
N9 Sinusoidal Xiy1 =a(X;)2 (sin[]x;)
N10 Tent Xit1 = {‘?017; Xi <07
Da-x0:X 207

5 Simulation result

The control variables like
generators™ active powers
Begin (except slack bu_s) and
voltages; tap settings of
transformers  etc  are
mitialized 1.e. Z

of allrandom values

1

Compute the fitness value J

5.1 CEC benchmark system

™ maaees Geerats opposie A variety of benchmark functions are included in the IEEE
omsi::::l_ (COP) set e CEC Benchmark System, which is intended to assess the
| emRema— Ay =dji i behavior and performance of different multi-objective com-
- v . binatorial optimization tasks (MCTs). The MCTs’ capacity
. *Z“es' s°c‘l“§g: i C°’,’:fc{';§:,g}§f i to investigate various solutions, intensify toward ideal solu-
i a— solutions tions, and converge successfully is evaluated using these
l functions. There are various configuration options for the
(" Execute thee steps of DTBO ie. Training IEEE CEC Benchmark System, including 10D, 30D, 50D,
?’Y:f d'*‘ﬁm‘;“;‘l% Pa:ﬂ:“‘;f of "1; and 100D dimensions. However, we specifically use 30D and

mstructor skills of the student driver . .
Personal practice to update Z& at every 50D dimensions to analyze the IEEE CEC 2017 benchmark
\;:p“_cﬁ:;:ff\;p::ef"m°“"m system in this study. Numerous functions that fall into the

categories of unimodal, multi-modal, hybrid, and composite
are present in the IEEE CEC 2017 benchmark system. These
functions are taken from [34]. The ability of the optimiza-
tion process to intensify toward a single optimal solution is
Fig.4 Flowchart of CODTBO optimization technique evaluated using unimodal functions. Multi-modal functions
assess how well the algorithm explores different solutions.
Multimodal and unimodal features are united to make hybrid
functions. Two or more unimodal & multimodal functions

Step 21 Use Eq. (69), to update the position of pth DTBO  are merged to form composite functions. We set a maximum

Show optimal
solution

member. limit of function assessments at 10* x D for every exper-
Step 22 End DTBO iment function in both the IEEE CEC benchmark systems,
Step 23 After generating new populations by DTBO, the ~ and we fully appraise the algorithm’s performance through
COL is calculated and fitness value COL is calcu- 30 separate runs. As previously stated, the test functions of
lated. the benchmark system under examination might be divided
Step 24 Go to step 5 for next iteration till stopping criterion ~ in various groups: F1 — F3, F4 — F16, F17 — F22, and
is reached F23 — F30 are unimodal, multimodal, hybrid & composite
Step 25 Output: The best candidate solution achieved by ~ functions, respectively. Itis noteworthy to emphasize that F2
CODTBO. is excluded from the IEEE CEC 2017 benchmark system due

to its unstable properties, as documented in [34]
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Table 3 Statistical comparison of the proposed CODTBO with BWM_HS, CVnew, SGSADE, HGSO, LSHADE-cnEpSin and LSHADE-SPACMA
on CEC 2017 with 30D considering F1-F 16

CEC 2017 (D = 30)

LSHADE LSHADE

Function BWM_HS CVnew SGSADE HGSO -cnEpSin -SPACMA CODTBO
Unimodal

Mean 3.824E+03 1.223E+10 3.559E—-08 5.524E4-03 0.000E+4-00 2.966E—08 3.524E—-08
F1 SD 4.837E403 0.000E+4-00 3.957E—-08 1.123E403 0.000E+-00 2.054E—08 2.032E—08

Sign + + - - - -

Mean 1.215E—-07 1.523E+02 1.341E402 5.962E+02 2.122E—08 3.306E—08 2.012E—-07
F3 SD 4.523E—-08 9.463E+01 1.182E+402 2.883E+02 2.225E—08 2.056E—08 2.112E-07

Sign + + + + + +
Multi-modal

Mean 6.821E+01 1.562E+01 1.423E+401 4.732E+02 4.355E+401 3.221E-08 2.792E—-08
F4 SD 3.077E+01 2.855E+01 2.621E+01 3.024E+02 2.930E+00 2.432E—-08 1.242E—-08

Sign + + + + + -

Mean 5.023E+01 1.325E402 8.862E+01 6.223E402 1.456E+01 3.721E+400 3.065E+01
F5 SD 1.892E+-01 2.774E+401 1.806E+01 9.921E+400 2.442E+00 2.642E+00 1.011E4-01

Sign + + + + - -

Mean 1.224E—05 2.113E401 2.252E—-08 5.972E+402 1.098E—08 1.321E—-08 8.142E+00
F6 SD 2.153E—05 8.112E+00 1.542E—-08 7.662E+-00 1.456E—08 1.332E—-08 1.021E—-07

Sign - + - + - -

Mean 5.992E+01 2.326E+402 1.315E402 8.421E+02 4.902E4-01 3.551E+01 5.994E+00
F7 SD 9.663E+00 2.112E401 1.654E+01 6.232E+401 2.221E400 8.224E—01 5.378E—01

Sign + + + + + +

Mean 4.994E+01 1.226E+02 8.321E+01 8.221E+02 1.301E4-01 3.750E+400 3.291E+400
F8 SD 1.284E+-01 2.697E401 1.584E+-01 2.583E+01 2.816E4-00 1.758E4-00 2.623E400

Sign + + + + + =

Mean 1.122E+-01 2.201E4-03 5.963E—-08 1.758E+03 0.224E4-00 0.361E+400 0.000E+4-00
F9 SD 8.0023E+01 8.473E+02 6.012E—08 2.383E+02 0.225E4-00 0.685E+4-00 5.223E—08E+00

Sign + + + + + +

Mean 2.723E+03 4.512E4-03 5.124E4-03 5.223E403 1.098E+03 1.877E+403 4.002E4-02
F10 SD 4.778E+02 3.023E+02 5.527E402 3.122E+02 2.421E402 3.555E+02 8.912E+01

Sign + + + + + +

Mean 9.462E+01 3.674E+01 5.022E4-01 1.433E4-03 1.776E4-01 4.202E4-00 3.427E400
F11 SD 3.223E401 1.928E+01 3.112E+01 2.884E+01 2.012E4-01 3.692E+00 1.815E+400

Sign + + + + + =

Mean 5.023E+05 5.112E409 1.893E+404 5.045E+04 4.227E+02 4.997E+02 4.993E4+00
F12 SD 4.492E4-05 5.928E+09 6.994E+03 3.112E+04 1.492E+02 2.793E+02 4.012E4+00

Sign + + + + + +

Mean 1.892E+04 7.995E+01 2.993E+402 5.436E+04 2.227E+01 0.988E+01 7.342E—01
F13 SD 2.202E+04 2.887E+01 3.042E+02 2.114E+03 0.998E+01 5.023E+00 4.068E—01

Sign + + + + + +

Mean 4.023E4-03 5.056E+01 6.141E+401 2.321E+403 1.998E+01 2.783E+01 3.112E-01
F14 SD 3.272E+03 7.118E400 8.873E+00 1.768E+00 2.493E+400 2.112E+400 0.692E—01

Sign + + + + + +

Mean 8.016E+03 3.815E+01 4.992E+01 3.774E+03 4.002E+-00 4.653E+00 4.112E4-01
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Table 3 continued

CEC 2017 (D = 30)

LSHADE LSHADE
Function BWM_HS CVnew SGSADE HGSO -cnEpSin -SPACMA CODTBO
F15 SD 8.886E+03 8.772E+4-00 3.012E+01 5.008E+02 2.055E+00 2.992E+00 1.334E+01
Sign + = + + — _
Mean 4.992E4-02 7.456E+02 5.066E+02 3.322E+03 2.692E+01 4.213E+01 5.882E+00
F16 SD 1.998E+02 2.023E+402 1.778E+02 3.402E+02 2.996E+01 5.774E+4-01 3.054E+00
Sign + + + + + +

5.1.1 CEC2017 (30D)

In the perspective of 30 dimensions (30D), Table 3 dis-
plays statistical findings illustrating the best mean error
values and standard deviations (SD) attained by the suggested
CODTBO and other MCTs for together unimodal and multi-
modal benchmark functions. It is worth mentioning that for
all participating MCTs, mean error values less than 10e-08
are regarded as 0. Table 3 reveals unequivocally that our sug-
gested MCT beats most of the other state-of-the-art MCTs
used in this work for the bulk of the test functions with respect
to mean error values. This better performance in achieving
optimal values for unimodal and multimodal test functions
indicates that, in comparison to the other MCTs under con-
sideration, the changes we have made to our suggested MCT
have successfully improved its capacity for intensification
and diversification. Additionally, it is clear from looking at
the SD values in Table 3 that the suggested CODTBO has the
best degree of precision out of all the MCTs that are taken
into consideration. The comparison of the best mean error
values and SD produced by various MCTs for hybrid and
composite functions is shown in Table 4. In contrast to the
other MCTs in the experiment, the results in Table 4 demon-
strates that the suggested CODTBO performs better in terms
of mean error values and SD, indicating its potential to pro-
duce extremely accurate and high-quality solutions. In order
to examine the statistical significance, the mean error values
of the suggested MCT and the other MCTs for each test func-
tion are compared using a Wilcoxon signed-rank test with a
significance level of 0.05 [35]. Based on the signed-rank test

findings, the competing MCTs are allocated “+”, “=", and
“—” signs according to how well they perform statistically
against the proposed CODTBO. The “+”, “=", and “—” indi-

cations denote whether the performance of an MCT is inferior
to, equal to, or superior than the suggested CODTBO. This
is an essential distinction to make. The statistical robustness
of the proposed CODTBO over its competitors is confirmed
by Table 4, which shows that the proposed MCT obtains the
most “4” signs in comparison to other participating MCTs.
To further evaluate the overall statistical performance of the
suggested MCT, the Friedman rank test [35] is performed.

@ Springer

The suggested CODTBO ranks first out of all the MCTs that
are taken into consideration based on the Friedman rank.

5.1.2 CEC2017 (50D)

The best mean error values and standard deviations (SD)
attained by the suggested CODTBO and additional partic-
ipating MCTs for the 50D case are shown in Table 4. The
performance of the proposed CODTBO is clearly extremely
competitive across most uni-modal and multi-modal func-
tions, as can be seen from the best mean error values given in
Table 4. Moreover, it is evident from looking at the SD values
that the suggested technique regularly performs better than
the other approaches that are being considered. When eval-
uating the best mean error values and SD for the majority of
hybrid and composite functions, the suggested method per-
forms better than other methods, as shown in Table 4. The
Wilcoxon signed-rank test findings, which are displayed in
Table 5, further support the statistical superiority of the sug-
gested CODTBO since it obtains more “+” signs than the
other qualified MCTs. Lastly, there is clear evidence from
Table 5’s bottom row that the suggested CODTBO ranks top
among all participating MCTs based on the Friedman rank
test.

5.2 Optimal power flow-based CHPED

For optimal power flow in the transmission line with the best
possible objective function solution, CHPED is combined
with the IEEE 57 bus system in the current study. Two test
systems are used in the current simulation investigation for
the CHPED-OPF problem of the power system. On these
test systems, the CODTBO algorithm is used to demonstrate
the usefulness and efficiency of CHPED. By comparing the
results with tested DTBO, ODTBO on the suggested sys-
tem, the superiority of the provided CODTBO algorithm has
been demonstrated. Doing the simulation in MATLAB 2014
allows for testing. A newer core i5 CPU with internal mem-
ory rated at 2.5 GHz and 8 GB of RAM powers the PC used
to run MATLAB. In this part, the suggested algorithm’s sim-
ulation results and calculation times for test systems 1, 2
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Table4 Statistical comparison of the proposed CODTBO with BWM_HS, CVnew, SGSADE, HGSO, LSHADE-cnEpSin and LSHADE-SPACMA,
on CEC 2017 with 30D considering F'17-F30

CEC-2017 (D = 30)

LSHADE LSHADE

Function BWM_HS CVnew SGSADE HGSO -cnEpSin -SPACMA CODTBO
Hybrid

Mean 3.123E+02 2.023E+02 8.114E+01 2.007E+03 3.232E+01 2.998E+01 1.972E+01
F17 SD 1.947E+02 6.887E4-01 2.212E+01 1.997E4-01 4.997E+4-00 7.338E+00 1.086E+01

Sign + + - + - -

Mean 1.483E4-05 4.012E4-01 1.996E+03 0.997E+04 1.992E+01 3.765E+01 1.792E+03
F18 SD 5.886E+4-04 6.993E4-00 1.786E+03 5.675E+04 6.872E—01 2.002E+00 1.777E—01

Sign + - = + - -

Mean 7.884E4-03 1.934E4-01 2.227E+01 1.978E+4-03 4.453E400 8.198E+00 7.552E—01
F19 SD 9.872E+03 3.096E+00 6.203E+00 2.893E+403 1.869E+00 2.242E+00 6.173E+00

Sign + + + + + +

Mean 1.842E4-02 1.756E+02 0.883E+-02 1.675E+03 2.466E+01 7.756E+4-01 3.162E+02
F20 SD 8.889E+01 9.552E+01 4.888E+4-01 2.997E+402 6.432E+400 4.162E401 2.025E+01

Sign + + + + = +

Mean 2.586E+02 1.765E402 2.776E+02 2.965E+4-03 1.912E+02 1.834E+02 6.122E+400
F21 SD 1.496E+01 2.678E+01 2.223E+01 2.512E+401 2.769E+00 3.432E+00 1.012E4-00

Sign + + + + + +

Mean 1.876E+03 1.234E+03 1.765E+02 3.971E+03 2.888E+02 2.592E+02 1.267E+01
F22 SD 1.621E+4-03 1.844E+03 1.223E+01 8.340E+02 1.503E+01 2.844E+01 8.342E+00

Sign + + = + = =
Composite

Mean 4.023E+02 3.786E+02 3.972E+02 1.882E+03 2.658E+02 2.142E+02 4.042E4-01
F23 SD 4.987E+01 4.677TE+00 2.719E+01 5.432E401 2.993E+01 3.453E+01 1.129E+4-00

Sign + + + + + +

Mean 5.023E+02 4.476E+02 3.123E+04 2.121E4-03 4.112E+02 1.887E+01 2.425E+02
F24 SD 2.228E+01 2.564E+02 2.223E+01 8.645E+01 2.453E+00 1.675E+00 3.778E+01

Sign + + + + + +

Mean 3.874E+02 3.586E+02 4.112E+02 2.978E+02 2.342E+02 1.987E+01 1.828E+01
F25 SD 2.387E+00 7.234E—01 4.889E+00 2.986E+-01 7.334E—03 1.768E—02 1.556E—03

Sign + + + + + +

Mean 2.675E+03 3.678E+402 2.876E+03 4.675E+03 9.251E+02 9.741E+02 1.127E4-02
F26 SD 6.345E+02 3.123E+01 2.032E+02 1.987E+02 4.665E+01 3.570E+01 3.027E+01

Sign + + + + + +

Mean 5.573E402 5.256E+02 5.512E+02 3.654E+03 5.117E+02 5.231E+402 4.212E+02
F27 SD 1.382E+-01 9.867E+400 1.786E+00 1.132E402 6.568E+00 1.823E+01 1.675E4-00

Sign = = = + = =

Mean 4.455E+02 3.265E+02 3.564E+02 3.198E+03 2.864E+02 2.998E+02 8.675E+01
F28 SD 6.453E+01 3.876E+01 5.132E+01 7.475E+01 3.912E+01 5.785E+01 3.274E+01

Sign + + + + + +

Mean 5.114E+02 8.342E+02 6.432E+02 3.786E+03 4.346E+402 3.894E+02 6.941E+02
F29 SD 1.765E+02 1.231E+402 6.543E+01 1.346E+02 7.128E+00 4.012E401 1.234E+02

Sign + + + + + +

Mean 1.022E+04 2.342E+03 2.643E+03 9.765E4-03 1.475E+03 8.754E+02 8.224E+02
F30 SD 5.743E4-03 5.123E402 9.368E+02 3.542E+03 4.302E4-03 9.123E402 2.781E+402

Sign = — — = — —
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Table 5 The results of the Wilcoxon signed-rank test and Friedman rank test, considering the mean error value for CEC 2017 (D = 50)

Sign CODTLBO V. BWM_HS  CVnew SGSADE  HGSO LSHADE LSHADE
-cnEpSin -SPACMA
= 27/00/02 22/02/05 26/00/03 28/00/01 17/04/08 18/03/08
Statistical Rank BWM_HS  CVnew SGSADE  HGSO LSHADE  LSHADE CODTBO
-cnEpSin -SPACMA
Friedman Rank 5618 4.804 5.191 7.122 2.870 2.436 1.427
Overall Rank 6 4 5 7 3 2 1
ot of el wi for | Generaor__ Bus a b e d e o B v o "
IEEE 57-bus system TGI(POU) 1 0 2 000375 18 0037 4091 —5554 649 00002  2.857
TG2(POU) 2 0 175 00175 16 0038 2543 —6.047 5638 00005  3.333
TG3(CHP) 3 0 3 0025 135 0041 6131 —5555 5151 0.00001 6.677
TG6(CHP) 6 0 2 000375 18 0037 3491 —5754 639  0.002 2.667
TG§(CHP) 8 0 1 00625 14 004 4258 —5094 458 0.000001 8
TG9(CHP) 9 0 175 00195 15 0039 2754 —5847 5238 00004  2.88
TGI2(CHP) 12 0 325 00083 12 0045 5326 —3.555 338  0.002 2.00
Izgizegi?:;?t;‘f";{lgg“ and UNIT Bus Hmin (MWTh) Hmax (MWTh) o P v
HOU 31 0 2695.2 0.038 2.0109 950

and 3 are provided. Also, it is explained how realistic an
feasible range the various co-generation units’ power and
heat production falls under. The current CODTBO algorithm
achieves the greatest results in the shortest amount of time at
population size 50. There are 100 iterations for each popula-
tion for each case. Cost and emission coefficients of thermal
units for IEEE 57-bus system are depicted in Table 6. Gen-
eration limits and cost co-efficient of HOU are displayed in
Table 7. Wind and solar parameters are shown in Table 8.
Moreover, CODTBO has been used in all three test systems
once the renewable sources have been added. For test systems
using renewable energy sources, the simulation outcomes of
CODTBO, ODTBO and DTBO are contrasted. Table 9 lists
the fifteen various situations over single and multi-objective
functions of three systems that are examined in this paper.
The simulation results indicate that using renewable sources

lowers generation costs compared to OPF-CHPED systems
based on non-renewable energy.

5.3 Test system 1

With IEEE-57 buses, test system 1 comprises of four
power, two CHP, and one heat units. There are 80 branches
that connect the 57 buses. Four power units are installed in
buses 1, 2, 3, and 6 while two CHP units are associated to
buses 9 and 12 and one heat only unit connect with bus 58.
The total amount of load demand is 1250.8 MW whereas
reactive power and heat demand are 336.4 MVar and 175
MWth. Seven scheduled active power, seven total gener-
ator bus voltages, fifteen tap-changing transformers, three
compensation devices and three heat-only units are used as
the control variables. For 24 buses, the load voltage is mea-
sured between 0.94 and 1.06 p.u. An overview of IEEE 57

Table 8 Wind speed and solar irradiance distribution parameters, rated power of wind and solar plants and associated cost coefficients

Wind power generators plants

Solar power system

Cost coefficient ($/ M Wh)

Wind farm No. of. turbines Rated power Pwr Weibull PDF Reserve, KRw Penalty, KPw Rated power lognormal
(MW) parameters (MW) parameters
WGS (bus 5) 25 75 £=9, k=2 1.5 0.96 0.96
WGI1 (bus 11) 20 60 £E=10,k =2 1.5 0.96 50 (bus 13) 0.96 & =6,1 =0.6
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Table 9 Various case-studies investigated in this article

Case Single objective

Multi-objective

Considered objectives

Constraints

Test system

1 v

v

10

11 v

12 v
13

14 v
15

Total Cost minimization with valve point
effects

Emission minimization

Simultaneous minimization of Cost and
Emission

Voltage stability minimization

Simultaneous minimization of Cost with
voltage stability

Total Cost minimization with valve point
effects for thermal, wind and solar
energy

Emission minimization

Simultaneous minimization of Cost with
Emission

Voltage stability minimization

Simultaneous minimization of Cost with
voltage stability

Total Cost minimization with valve point
effects for thermal, wind, solar and EV

Emission minimization

Simultaneous minimization of Cost with
Emission

Voltage stability minimization

Simultaneous minimization of Cost with
voltage stability

Equality and non-equality

Equality and non-equality
Equality and non-equality

Equality and non-equality
Equality and non-equality

Equality and non-equality
Equality and non-equality
Equality and non-equality
Equality and non-equality
Equality and non-equality
Equality and non-equality

Equality and non-equality
Equality and non-equality

Equality and non-equality
Equality and non-equality

IEEE 57 Bus

Wind-solar
based IEEE 57
Bus

Wind-solar—EV
based IEEE 57
Bus

Table 10 An overview of IEEE 57 bus for OPF-based CHPED system

Items Quantity Details

Buses 57 [ref]

Branches 80 [ref]

Thermal generators 7 5 power only units (buses 1,2,3,6 and 8), 2 CHP units (buses 9 and 12) and 1

Tap changing transformer 15
Control variables 34
Load demand, Heat demand

Range of load bus voltage 24
Compensation devices 2

heats only unit (bus 58)

Branches:19, 20, 31, 37, 41, 46, 54, 58, 59, 65, 66, 71, 73, 76 and 80

Scheduled real power for 6 Nos. Generators; bus voltages of all generator

buses (7 Nos.)

Transformer tap setting (15 nos), compensation devices (3 Nos.), 3 heat units.
1250.8 MW, 336.4 MVAr, 175 MWth

[0.94-1.06] p.u.
Buses: 18, 25 and 53

bus for OPF-based CHPED system has been displayed in
Table 10. Co-generation units’ capacity to produce both heat
and power located in feasible operating region displayed in
Fig. 5. The proposed test system 1 has discussed a total
of five scenarios for single- and multi-objective functions.
The single-objective functions include minimizing total cost,
emissions and stability -index. The multi-objective functions

include minimizing cost with emission and cost with voltage
stability simultaneously. Using DTBO the obtained optimal
cost is 31,876.80 ($/h), emission 1.7641 (t/h) and L-index
is 0.2443, whereas for multi-objective function simultane-
ously minimized total cost and emission are 32,919.8 ($/h)
and 2.5318 (t/h). Again simultaneously minimized total cost
with voltage stability are 33,828.42 ($/h) and 0.2605. After
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180 H

Fig.5 Feasible region of CHP units

that CODTBO method has been tested the obtained optimal
cost is 30,863.9779 ($/h), emission 1.7585 (t/h) and L-index
is 0.2391 whereas for multi-objective function simultane-
ously minimized total cost and emission are 31161.2468
($/h) and 2.5114 (t/h). Again simultaneously minimized total
cost with voltage stability are 32,347.5352 ($/h) and 0.2584.
The results has been displayed in Table 11 which justified
the effectiveness of CODTBO over ODTBO and DTBO to
obtained the optimal solution in all respect. The variation of
control variables for five cases has been illustrated in Fig. 6.
Five cases of the OPF with CHPED system were evaluated
with DTBO, ODTBO and CODTBO, and comparisons were
done to judge the superiority of the CODTBO technique.
The different comparison of CHPED-based OPF system on
cost and stability index are displayed in Figs. 7 and 8. The
convergence graph of the presented CODTBO, ODTBO and
DTBO optimization techniques illustrated in Fig. 9 The opti-
mal solution using CODTBO of different objectives has been
reached within less iterations rather than DTBO. This com-
parison studies established the fastness of computational time
of CODTBO for integrating the chaotic-based learning with
DTBO optimization technique. The comparison of statistical
analysis after 100 iterations with minimum value, maximum
value and average value of proposed DTBO, ODTBO and
CODTBO has been displayed in Table 15. The difference of
minimum value, maximum value and average value is much
closer using CODTBO respect to DTBO which is the evi-
dence of robustness of suggested CODTBO technique.
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5.3.1 Test system-2

Furthermore to get the effective solution over cost min-
imization and emission minimization with optimal power
flow in transmission line renewable sources like wind and
solar energy are integrated with proposed CHPED-based
OPF system. The system became more complex due to
presence of uncertainties of wind speed. In CHPED sys-
tem four-power only units, two co-generation units and one
heat only unit are integrated. In this proposed wind and
solar-based CHPED-OPF system one power only unit is
replaced with wind unit and another power only unit replaced
with solar unit. In IEEE-57 bus system bus-2 and bus-3 are
connected with wind and solar generating unit. The total
amount of load demand is 1250.8 MW, whereas reactive
power and heat demand are 336.4 MVar and 175 MWth.
An overview of IEEE 57 bus system for wind, solar-based
OPF-CHPED is depicted in Table 12. The simulation results
of DTBO and CODTBO and optimal setting of control vari-
ables are illustrated in Table 13. The DTBO, ODTBO and
CODTBO has been applied on the proposed renewable-
based CHPED-OPF system and analogy study to judge the
excellency of the proposed optimization method on single-
objective and multi-objective functions. Using DTBO the
obtained optimal cost is 30,237.2572 $/h, emission 1.6822
(t/h) and L-index is 0.2379, whereas for multi-objective
function simultaneously minimized cost and emission are
30589.546 $/h and 2.5145 (t/h) again simultaneously mini-
mized cost with stability index are 32018.1764 and 0.2571.
After the CODTBO method has been tested, the obtained
optimal cost is 30,057.0093 $/h, emission 1.6598 (t/h),
and reduced L-index is 0.2362, whereas for multi-objective
function simultaneously minimized cost and emission are
30,337.5731 $/h and 2.4672 (t/h). After that simultaneously
minimized cost with stability index are 31,654.4568 $/h and
0.2521. The statistical analysis has been done using DTBO,
ODTBO and CODTBO on a renewable-based OPF-CHPED
system and displayed in Table 15 which is the evidence of
the robustness of the proposed CODTBO technique. The
comparison of DTBO, ODTBO, CODTBO on emission
of wind—solar CHPED-based OPF system is displayed in
Fig. 10. The convergence characteristics of different objec-
tive functions are shown in Fig. 11, when the CODTBO
optimisation technique yields results that converge to the
optimum value in every situation much earlier than the DTBO
and ODTBO techniques. From simulation result it has been
observed that after incorporating renewable energy sources
with CHPED-based OPF system CODTBO method provided
optimal solution than other tested techniques, it also proved
that proposed CODTBO has better dealing capability with
nonlinear functions.
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Fig.6 Optimal value of control variables for case 1 to case 5 of test system-1 using CODTBO technique

Table 12 An overview of IEEE 57 bus system for wind—solar-EV based CHPED-OPF

Items Quantity Details

Buses 57 [ref]

Branches 80 [ref]

Thermal generators 5 5 power only units (buses 1,2, 3, 6 and 8), 2 CHP units (buses 9, and 12) and
1 heat only unit

Wind generators (WG1) 1 Buses:2

Solar unit (PV) 1 Buses:3

Electric vehicle (EV) 1 Buses:6

Tap changing transformer 15 Branches: 19, 20, 31, 37, 41, 46, 54, 58, 59, 65, 66, 71, 73, 76 and 80

Scheduled real power for 6 Nos. generators:

Control variables 34 Bus voltages of all generator buses (7 Nos.) transformer tap setting (15 nos),
and compensation devices (3 nos), 3 heat units.

Load demand, Heat demand 1250.8 MW, 336.4 MVAr, 175 MWth

Range of load bus voltage 24 [0.94-1.06] p.u.

Compensation devices 3 Buses:18, 25 and 53

32000
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31400
31200
31000
30800
30600
30400

30200
CODTBO

Fig.7 Cost comparison study for test system-1 of CHPED-based OPF

5.3.2 Test system-3

ODTBO

DTBO

= Cost ($/hr)

proposed CODTBO technique on more nonlinear-based sys-
tem. Again use of more renewable sources, utility of thermal
units get reduces which cause optimal solution over cost and
emission during power generation. In this proposed wind—
solar—EV-based IEEE-57 bus system wind unit is connected
with on bus number 2, solar is connected with bus 3 and EV on
bus 6. The total amount of load demand is 1250.8 MW MW,
whereas reactive power and heat demand are 336.4 MVar
and 175 MWth. An overview of IEEE 57 bus system for
wind-solar—EV-based OPF-CHPED is depicted in Table 12.
The simulation results of DTBO and CODTBO and optimal
setting of control variables are illustrated in Table 14. The
DTBO, ODTBO and CODTBO has been applied on the pro-
posed renewable-based CHPED-OPF system and analogy
study to judge the excellency of the proposed optimization
method on single objective and multi-objective functions.

Additionally EV also integrated with wind and solar, on
CHPED-based OPF system to judge the performances of

The obtained optimal cost on wind—solar—EV-based system

@ Springer
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Fig.9 Cost convergence graph for test system-1 of CHPED-based OPF

using CODTBO is 29,791.3288 $/h, emission 1.6053 (t/h),
and reduced L-index is 0.235, whereas for ~multi-objective
function simultaneously minimized cost and emission are
29,917.7694 $/h and 2.4244 (t/h). After that simultaneously
minimized cost with stability index are 31,241.7366 $/h and
0.2545 . The obtained results using CODTBO technique are
much better than other tested optimization techniques which
is the evidence of superiority of CODTBO optimization tech-
nique. The statistical analysis has been done using DTBO,
ODTBO and CODTBO on a renewable-based OPF-CHPED
system and displayed in Table 13 which is the evidence of
the robustness of the proposed CODTBO technique. The dif-
ferent comparison of CHPED-based OPF system on cost
is displayed in Fig. 12. The convergence characteristics of
different objective functions are shown in Fig. 13. When
the CODTBO optimisation method, unlike the DTBO and
ODTBO optimisation procedures, achieves results in all cir-

@ Springer
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Fig.10 Emission comparison study of wind—solar-based CHPED-OPF

cumstances that smoothly converge to the optimal value in
less than 30 iterations. From the above discussion it has been
proved that the effectiveness of CODTBO technique is much
better than other tested techniques.

The comparison of minimum cost using CODTBO for
three different test systems is displayed in Fig. 14 where
it has been observed the cost get reduces with incorporat-
ing more number of renewable sources (RESs). The voltage
profile for without and with renewable-based CHPED—OPF
has been displayed in Fig. 15 where it has been observed
that voltage deviation is improved in wind—solar—EV-based
CHPED-OPF system than other systems using CODTBO
technique. From above discussion it has been proved that
proposed CODTBO technique can deal with more nonlinear
functions. It is the evidence of superiority of the proposed
CODTBO technique (Table 15).

6 Conclusions and future scopes

In this paper, the main goal of this presentation is to illus-
trate how to schedule CHPED-based OPF using renewable
energy sources and to show how effective the CODTBO opti-
misation technique is to fulfill the load demand for economic
generation, less emission and less power losses with main-
taining the load bus voltages within permissible limits. The
main contributions of the proposed work are listed below:

Integrating optimal power flow (OPF) in CHPED system
Scheduling OPF-based CHPED with wind—solar-EVs.
Solving both single- and multi-objective functions using
newly developed CODTBO approach.

e Implementation of CODTBO in IEEE CEC benchmark
functions

In the first part of the simulation study, it is found that
use of CODTBO has significantly reduced the fuel cost
with emission and fuel cost with L-index simultaneously
for single- and multi-objective functions in comparison with
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Fig. 11 Cost convergence graph for test system-2 of CHPED-based
OPF with wind and solar
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Fig. 13 Cost convergence graph for test system-3 of CHPED based
OPF with wind, solar and EV
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other optimization techniques and all the system constrains
are also been satisfied. The overall fuel cost and emission are
lowered by 3.48% and 5.1%, respectively, and the L-index is
enhanced by 21.6% in the second phase when wind—solar—
EVs are integrated with CHPED—OPF. It has been established
that the suggested CODTBO can effectively handle nonlin-
ear functions as a result. The fuel cost is further decreased
by 1.65% and computational speed is increased by 45%
when chaotic-oppositional-based learning (CO) is combined
with DTBO (CODTBO). Henceforth, CODTBO has the bet-
ter exploration capability and better searching ability due to
improved version of DTBO. The proposed wind—solar—EV
with CHPED-based OPF brings both environmental benefits
and economic operation to the power grid. By doing statis-
tical analysis on three systems with obtaining least variation
of mean and optimal values of cost, emission and voltage
deviation with the tolerance of less than 0.025%, the robust-
ness of the suggested CODTBO has been judged. Thus, it
may be concluded that the CODTBO is much superior to the
other tested optimization techniques in all respect. In future
it may be extended to more nonlinear-based system and may
be applied on real-time-based problems for optimal solution.
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